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Abstract

It is the purpose of this paper to focus on the consequences of the Ricardian offset to the conduct of stabilising fiscal policies. If equivalence prevails there is no scope for effective stabilising fiscal policies. A review of the theoretical requirements of Ricardian equivalence reveals that they are not likely to be fulfilled in practice. However, the brief survey of the empirical applications shows that the published empirical evidence is inconclusive. An empirical application for the Portuguese economy is carried out. The tests are based on reduced-form consumption functions and on the Euler equation approach. The overall results are ambiguous.
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Introduction

The fiscal policy may be used with a stabilising role if the government finance decisions are able to influence private consumption (i.e., aggregate demand) and saving. This influence depends on the degree to which consumers treat government debt as net wealth.

According to the Keynesian consensus consumers treat government debt as net wealth. Therefore, a substitution of debt for taxes has a positive influence on private consumption and aggregate demand. However, the consequent decrease in private and national saving, implies an increase in the real interest rate, which crowds out private investment. The reduction in the capital accumulation then leads to a reduction of the long-term growth prospects of the economy. This negative long-run effect offsets some of the positive short-term effects of the government deficit.

The Ricardian thesis has a complete opposite view. It states that, for a given expenditure path, substitution of debt for taxes has no effect on aggregate demand nor in interest rates. The government’s inter-temporal budget constraint implies that, for an unaltered level of government outlays, a tax cut now implies a tax increase in the future. As borrowing only postpone taxes for the future, consumers, who are simultaneously taxpayers, anticipating the increase in future taxes, do not consider the current tax cut and the consequent increase in disposable income as being permanent. Their inter-temporal budget restriction is left unaltered. Therefore, consumption is also unaffected. The increased disposable income is entirely saved.

Under Ricardian equivalence consumers react to the tax cut by increasing their savings. These increased private savings are applied to buy the newly issued bonds,1 which enable consumers to have the resources to pay the increased future taxes necessary to repay the debt in the future. Therefore, as private saving increases by the same amount as does the budget deficit, the national saving remains unaltered, which leaves the interest rate unaltered. In an open economy, the deficit has no effect on the current account balance because the increase in private saving it originates is enough to avoid the need of external financing. Consequently, the deficit does not crowd out capital, nor deteriorates the current account balance. The public debt does not affect private sector wealth. Or in other words, consumers do not consider government bonds as net wealth. Therefore, and for a given expenditure path, it is equivalent financing the public outlays by debt or taxation. The timing of taxes has no effect on the private consumption.

The policy implications of the Ricardian equivalence view are rather radical: as a deficit-financed tax cut has no impact on private consumption, even in the short-run the government cannot stabilise the economy. In a recession, a tax cut with the purpose of inducing an increase in consumption spending is an effort completely futile when the equivalence holds.

We will proceed by reviewing the theoretical requirements of Ricardian equivalence. Then we will give a brief survey of the most relevant empirical studies on equivalence. Finally, and taking as a point of departure those studies, an empirical application to the Portuguese economy is performed. The tests are based on reduced-form consumption functions and on the Euler equation approach.

---

1 Ricardian equivalence implies a “Say’s Law” for government debt: the demand for titles increase by the same amount as does the supply.
In order to carry the first block of tests a measure of the capital stock is required. As there are no official estimates for the Portuguese economy an attempt is made in the Annex to find a proxy. That attempt is based on the work of Santos (1984).

1 Brief Review of the literature

Since the publication in 1974 of Barro’s (1974) seminal paper on the equivalence proposition there has been published an extensive amount of literature on the subject. The purpose of this paper is just to review some of the most important empirical studies. However, in order to provide some theoretical background we will start by examining the theoretical requirements for the verification of the equivalence.

1.1 Theoretical requirements of Ricardian equivalence

In order equivalence to hold, a large number of requirements must be fulfilled. It is necessary that:
1. government consumption stays unaltered at its initial level;
2. the service of the debt (interests and repayment of the principal) must be financed by taxes levied in later periods (there are no Ponzi games);
3. consumers have the same planning horizon as the government;
4. taxes are lump sum;
5. capital markets are perfect, and individuals may borrow and lend at the same rate as the government and with no borrowing constraints;
6. there is no uncertainty about future income;
7. and individuals fully anticipate the future-period tax-liabilities that are implicit in the debt issue.

When those assumptions do not hold the Ricardian equivalence breaks down.

1.1.1 Planning horizon

In order Ricardian equivalence to hold, the individual must have the same time horizon as the government, which is usually assumed to be infinite. If that is not true, i.e. if an individual has a shorter time horizon than the government, the issue of new debt to be repaid in the future, after the probable death of that individual, will imply an increase in the net wealth of that individual as he or she will not have to contribute for the repayment of the principal. Nevertheless, this problem of finite life spans was solved by Barro’s (1974) seminal paper assuming the existence of an operational bequest motive.

A series of individuals with finite lifetimes will act as if they were a single household living forever if they are linked to future generations through a chain of altruistic bequests. Each individual cares about the well-being of his (or her) descendants. In this case the individual will not react to a tax cut by increasing its consumption, which would ultimately decrease the well-being of his descendants. Instead he will buy the bond and pass it, together with the accumulated interest, on to the next generation.

---

2 Vide for instance Brennan and Buchanan (1986), and Bernheim (1987a).
Only if bequests are non-operative there will be an increase in consumption. For instance, that is the case of childless families\textsuperscript{3} or of families that do not care about their children. On the other hand it is argued that this possible failure of the equivalence is not quantitatively very important. Poterba and Summers (1987) argue that lifetimes are long enough to enable the Ricardian equivalence to be a good approximation of the reality, if there are no other failures on its assumptions. Two reasons lead to that conclusion. Firstly, because the large part of the present value of the taxes associated with the bond issues are levied during the lifetimes of the individuals alive at the time of the issue. Secondly, long lifetimes imply that an increase in wealth, originated by the bond issue, has only a small effect on current consumption.

1.1.2 Capital market imperfections

The existence of capital markets imperfections, such as liquidity constraints\textsuperscript{4} leads to departures from equivalence. According to Hayashi (1987: 92) “consumers are liquidity constrained if they face quantity constraints on the amount of borrowing (credit rationing) or if the loan rates available to them are higher than the rate at which they could lend (differential interest rates)”. When subject to liquidity constraints a household is not able to smooth out consumption over their entire lifetime. The consumption-planning horizon is shorter than the lifetimes of the individuals. Therefore, they will not be indifferent to an opportunity to differ their tax burden.

Let’s assume a household that expects a future income higher than its current income. Their members would like to increase their current consumption. However, they face liquidity constraints that prevent them from obtaining the necessary funds in the capital market at the same interest rate as the government. In this case the bond issue will matter. When issuing a bond the government is in fact borrowing on the household’s behalf: it gives the household a reduction in current taxes that will be repaid by higher taxes in the future. The cost of those funds is the government’s interest rate. Therefore, this household will react to the tax cut by increasing its consumption.

On the other hand, an increase in the deficit implies an increase in the present value of future taxes, which reduces this household’s collateral. This fact may induce rational private lenders to respond to the bond issue by reducing their credit to this household. This mitigates the effects of the bond issue on current consumption.

1.1.3 Non lump-sum taxes

Ricardian equivalence assumes lump-sum taxes. However, in reality taxes are not lump-sum, they are a fraction of income. The tax liability is large if future income is high, and low if future income is low. This reduces the uncertainty about the household’s lifetime resources, which may lead to an increase in current consumption (Romer, 1996: 70). The increase in future taxes leads also to an attempt to transfer income from the future to the present, reducing saving and capital accumulation.

\textsuperscript{3} Seater (1993: 158) estimates the childless families to be around 20% of households in the U.S.

\textsuperscript{4} Also according to Seater (1993: 159) liquidity constrained households represent 12 to 18% of households in the U.S.
Non lump-sum taxes may also interact with liquidity constraints causing large departures from equivalence (Bernheim, 1987b). If we assume that the more liquidity-constrained households are the ones that have low income, then their share of the tax liability associated with the bond issue is small. Therefore, their collateral and their probability of obtaining funds in the market is relatively unaffected by the increase in taxes. Thus, a tax cut will have a positive effect on their consumption.

According to the Keynesian view the temporal discount rate for the future taxes is the one that is used to borrow from the future income. As the future income is more uncertain than the current one, this interest rate is higher than the interest on government debt. Thus, the present value of future taxes is less than the issued debt. If true, a bond-financed-tax-cut has a positive net wealth effect even when the increase in future taxes is fully anticipated by the taxpayers.

1.1.4 Excess sensitivity of consumption to current income

The Ricardian equivalence will fail if individuals do not optimise consumption fully over long horizons (Romer, 1996: 71). When the consumers put a great weight on current after-tax income, an increase in current consumption is expected as a response to a bond-financed tax-cut even if their lifetime budget constraints are not affected.

The consumption function has been found to be more sensitive to fluctuations in current income than it is forecasted by the permanent-income consumption model, as a result of the presence of non-optimising rule-of-thumb consumers (Brunila, 1997).

1.1.5 The perfect foresight assumption

The Ricardian equivalence is based on the perfect foresight assumption. This is a very strong assumption, which is difficult to sustain in an increasing uncertain world (De Grauwe, 1996: 165-7). When this assumption is relaxed and an uncertain environment with inflation risk and default (or solvency) risk emerges, non-equivalence results do arise.

As (Ricardo, 1820: 186-7) recognised the reasoning of the equivalence is logical but “…the people who pay the taxes never so estimate them, and therefore do not manage their private affairs accordingly”.

1.1.6 Summary

In order Ricardian equivalence to hold a large number of assumptions should be fulfilled. However, theoretical restrictiveness of Ricardian equivalence does not constitute a practical refutation of its validity. As Barro (1989: 48) put it: “It is easy on theoretical grounds to raise points that invalidate strict Ricardian equivalence. Nevertheless, it may still be that the Ricardian view provides a useful framework for assessing the first-order effects of fiscal policy. Furthermore, it is unclear that the standard analysis offers a more accurate guide. For this reasons it is especially important to examine empirical evidence”. That is the purpose of the next section.

This assumption is not always true. Just think about a recent graduate student that expects a higher future income than its current level, but is unable to borrow in the capital markets.
1.2 Brief survey of empirical applications

There are broadly two classes of tests on the validity of Ricardian equivalence. One set of tests is based on the consumption function and others test the effects of deficits on interest rates.

The first type of tests try to evaluate whether increases in government debt are perceived as net wealth by individuals, and originate increases in private consumption. The second type of tests evaluates whether deficits lead to an increase in interest rates. In this latter case there is the problem of discriminating between the Ricardian equivalence and the perfect capital markets hypothesis for an open economy. In an open economy, even if consumers are not Ricardian, and increase their consumption in response to a budget deficit, the interest rate may remain unchanged. That is the case when international capital flows are supposed to equalise the interest rate across countries. A budget deficit may be financed by an inflow of capital leaving the domestic interest rate unaltered. However, in this case it would originate a current account deficit, leading to the so-called twin-deficit phenomena, if Ricardian equivalence does not hold.

There are some serious econometric problems in both type of tests, namely the endogeneity\(^6\) and identification\(^7\) problems, besides some measurement problems\(^8\) (Bernheim, 1987a). Despite this they should be carried out.

This paper will be focused on the consumption function studies. These may be divided in two categories: the reduced-form consumption functions and Euler equation-specification. Some authors argue that reduced-form equations are biased, as they are not the result of an optimisation problem, and do not always nest the Ricardian equivalence and alternative hypothesis.\(^9\) However, as Bernheim (1987a: 314) points out “with the right income and wealth variables, and interest rates, (including expectations of future incomes and interest rates) “structural” consumption functions are completely consistent with the Euler equation approach under rational expectations”. Moreover, the Euler equation specification is often rejected by the data due to reasons unrelated with Ricardian equivalence. As the Ricardian equivalence could be considered an extension of the permanent income-life-cycle hypothesis, a rejection of this hypothesis by the data leads to the non-validity of the Euler equation.

As mentioned above, the excess sensitivity of consumption to current income is one of the reasons for the lack of data support for the permanent income hypothesis. Furthermore, in

\(^6\) The deficit, public consumption, private consumption, income and interest rate may be determined simultaneously. A possible solution for the endogeneity problem is the use of instrumental variables. However, sometimes the used instruments are not really exogenous.

\(^7\) It is very difficult to distinguish between the effects of different fiscal policy variables. Each of the public consumption, transfers, taxes, deficits and debt variables has an independent effect on economic activity. Yet the first four variables plus interest on debt sum to zero, which gives rise to the identification problem (see Bernheim, 1987a).

\(^8\) As examples of measurement problems there are the use of nominal versus pair values for privately held debt and the treatment of consumer durable expenses in the measurement of consumption.

\(^9\) Flavin (1987: 208) argues that the non-rational expectation aggregate consumption function is fundamentally inconsistent with the Ricardian equivalence hypothesis. In order equivalence to hold, the agents should maximise their inter-temporal utility and form expectations rationally. Consequently, according to the author, an Euler equation specification should be used to test Ricardian equivalence.
order to derive the Euler equation a substantial number of restrictive assumptions must be made. For instance, if we assume future income to be uncertain it is not possible to obtain a closed-form solution for consumption from the Euler equation (Seater, 1993). It is also impossible to derive a consumption function from an optimising model in the presence of stochastic real interest rate, so it is necessary to assume a constant, and given, interest rate. On the other hand, the Euler equation approach has the advantage of being directly based on the inter-temporal optimisation problem.

1.2.1 Reduced-form (structural) consumption functions

We will try in this section to do a very brief survey of the numerous studies published on this subject. The survey will be centred in the most relevant and recent ones. For more detailed surveys see Bernheim (1987a) and Seater (1993).

1.2.1.1 Kormendi’s (1983) study

In the words of Feldstein and Elmendorf (1990: 589) the empirical work of Kormendi (1983) “is the strongest direct evidence in favour of Ricardian equivalence”. It was also given a central position in Seater’s (1993) survey of the equivalence debate.

Kormendi (1983) argues for a “consolidated approach” to consumer behaviour to substitute the “standard approach”. The standard (Keynesian) approach considers consumption as a function of disposable income and uses a concept of private wealth that includes government debt. Thus, it makes the implicit assumption that the private sector is too myopic to account for the effects of government debt on future taxes. Therefore, this implies that the private sector’s perceptions are not rational.

Kormendi’s consolidated approach is the result of modelling private consumption based on a rational consolidation of the public and private sectors. Consumption is a function of aggregate income, government spending, wealth and transfers. When the consolidated approach is valid Ricardian equivalence holds.

To confront both approaches Kormendi (1983) estimates an “augmented” private consumption function:

\[
\Delta PC_t = a_0 + a_1 \Delta Y_t + a_2 \Delta Y_{t-1} + a_3 \Delta GS_t + a_4 \Delta W_t + a_5 \Delta TR_t + a_6 \Delta TX_t + a_7 \Delta RE_t + a_8 \Delta GINT_t + a_9 \Delta GB_t + u_t
\]

where PC is private consumption, Y is net national product, GS is government spending on goods and services, W is human and non-human wealth, TR is government’s transfers to individuals, TX is government tax receipts, RE is corporate retained earnings, GINT is government interest payments on its outstanding debt, GB is the market value of the outstanding government debt. All variables are measured in real, per capita terms, and \( \Delta \) is the first-difference operator.\(^{10}\) Lagged real income is included to reflect any incremental information it may contain as proxy to permanent income. All variables, but GS, are deflated by the implicit price deflator for the net national product.

\(^{10}\) The first-difference form is used because of the presence of unit roots and lack of evidence that consumption is co-integrated with the right-hand side variables (Kormendi and Meguire, 1990).
PC is consumer expenditures on nondurables and services plus an imputed service flow of the stock of consumer durables, more precisely 30% of the total net stock of durable goods owned by consumers plus 10% of the current expenses on consumer durables. Graham (1992) argues that the use of alternative consumption measures is not innocuous for the testing of Ricardian equivalence.

The standard and consolidated approaches imply different restrictions to equation (1). According to the standard approach the private sector ignores the government spending, implying $a_2 = 0$; private consumption is assumed to depend upon permanent personal disposable income, which implies $a_5 < 0$ and $a_6 < 0$, and $a_7 > 0$. Government debt has a positive wealth effect, so $a_8 > 0$.

Under the consolidated approach the government spending affects consumption negatively, implying $a_2 < 0$; the choice of tax versus debt finance has no effect on private consumption, thus $a_5 = 0$; retained earnings are perceived as private saving, which accrue to the individuals through their ownership in corporations, implying $a_6 = 0$; government debt and government interest payments on outstanding debt have no effect on private consumption, which implies $a_7 = a_8 = 0$.

To sum up, the standard approach implies $a_2 = 0$, $(a_5, a_6) < 0$, $a_7 > 0$, and $a_8 = a_3 > 0$. The consolidated approach implies $a_2 < 0$ and $a_5 = a_6 = a_7 = a_8 = 0$.

Kormendi (1983) has the controversial opinion that the coefficient on transfers ($a_4$) might be larger than the coefficient on current income ($a_{11}$) because those receiving the transfers are likely to have higher marginal propensity to consume than those receiving income from other sources.

The equation was estimated using annual data for the 1931-1976 period. Kormendi’s (1993) results were favourable to the consolidated approach. The estimation results were very controversial and gave rise to an inflamed discussion, not finished yet. Modigliani and Sterling (1986) criticise the low value of the estimated coefficient for income and the high value of the coefficient on transfers. An increase in transfers may be seen as a negative tax, therefore according to Ricardian equivalence transfers should not have any effect on private consumption. They criticise also the absence of long distributed lags. The Kormendi’s study was further criticised for problems of data construction, like the use of inappropriate deflators. It was also argued that the Second World War period and the great depression period should be excluded from the sample period.

Feldstein and Elmendorf (1990) suggest the use of a ratio specification in order to reduce the problem of collinearity among net national product and the fiscal variables. These authors suggest as well the use of instrumental variable estimation to reduce the problem of endogeneity of net national product and of the fiscal variables. Nevertheless, it is very

---

11 It is possible to have $a_8 < a_3$ if the yield on government debt is less than the yield on private wealth, reflecting a lower risk premium.

12 A more restrictive view of the standard approach implies $a_{11} = a_4 = -a_5 = -a_6 = a_7$, $a_2 = 0$, $a_4 > 0$ (Graham, 1995: 1349).

13 According to Modigliani and Sterling (1986) the transfers are a good signal of a component of permanent income – social security wealth - that are more certain than labour income, which could be decreased unexpectedly.

14 According to some authors, the war rationing and the patriotic appeals to saving have leaded to an abnormally high savings rate while simultaneously the government ran an enormous budget deficit. This biases the results in a pro-equivalence way.
problematic to find good exogenous instruments, i.e. variables that are not correlated with the current disturbance to consumer spending but highly correlated with the endogenous explanatory variables. Feldstein and Elmendorf (1990) use the past values of the endogenous variables lagged 2, 3 and 4 years. Their results are against Ricardian equivalence. For another example of the large literature originated by Kormendi’s study see, for instance, Barth et al. (1986).

More recently Graham (1995) criticised Kormendi and Meguire (1990) for the augmented equation that nests the standard and consolidated approach not being sufficiently general. It restricts income from labour and income from capital to enter the consumption function with the same coefficient.15 It argues as well that the market value of non-human wealth reflects the present value of after-tax stream of income from that wealth. Therefore, if non-human wealth is well measured then taxes on capital income should be excluded from the tax variable.

Kormendi and Meguire (1995) maintain that “the first-order effect of the public sector on private sector behaviour derives from the level and composition of government outlays”. They also maintain that the estimation results for the 1930 to 1991 period are fully consistent with the consolidated approach. The opposite conclusion of Graham (1995) is attributed to a “flawed measure of labour income”. Moreover, according to the authors, a full empirical distribution of estimations computed from a set of 128 specifications fully supports the consolidated approach.

1.2.1.2 Modigliani and Sterling (1986)

Modigliani and Sterling (1986) propose an alternative way of testing the Ricardian equivalence more in light with the life-cycle theory. Assuming expectations can be modelled as a distributed lag of past variables, the proposed consumption function is:

$$C_t = a + b_0 W_t + b_1 GB_t + \sum_{i=1}^L c_i (Y_{t-i} - TL_{t-i}) + \sum_{i=1}^L d_i Def_{t-i} + u_t$$

(2)

where $L=5$; TL stands for taxes net of transfers, including government net real ex-post domestic interest payments; Def is the government budget deficit defined as government expenditure minus net taxes.

For the life-cycle theory $b_1 = 0$ and $\Sigma d_i = 0$. For Ricardian equivalence $b_1 = -b_0$ and $\Sigma d_i = -\Sigma c_i$. The estimated results were against Ricardian equivalence.

1.2.1.3 Bernheim (1987a)

In a survey paper Bernheim (1987a) synthesises in two equations a great number of consumer studies. The first is:

$$C_t = \alpha_0 + \alpha_1 (Y_t - TX_t) + \alpha_2 (TX_t - G_t - r_t GB_t) + \alpha_3 G_t + \alpha_4 GB_t + \alpha_5 W_t + X_t \bar{\alpha} + \xi_t$$

(3)

15 Another critic of Graham (1995) was that state and federal fiscal variables enter the equation with the same coefficient, which biases the results in favour of the equivalence. The argument is that ¼ of the revenue of the U.S. states comes from the consumption sales taxes and many states are constrained by balanced budget rules. Therefore when consumption decreases, the tax revenues also decrease, which leads to a nearly perfect positive correlation with consumer expenditures.
Where $C$ denotes real consumption per capita, $X$ is a vector of other exogenous variables and $r$ is the interest rate; all other letters have the same meaning as before (so that $Y - TX$ is disposable income and $T - G - rGB$ is government surplus).

The second equation is:

$$C_t = \beta_0 + \beta_1 Y_t + \beta_2 (TX_t - G_t - r_t GB_t) + \beta_3 G_t + \beta_4 GB_t + \beta_5 W_t + X_t \bar{\beta} + \zeta_t$$  \hfill (4)

The pure Keynesian view implies $\alpha_2 = 0$ and $(\beta_2 = -\beta_1)$; $\alpha_2 = \alpha_1$ ($\beta_2 = 0$) represents Ricardian equivalence; and $\alpha_1 - \alpha_2$ ($\beta_2$) measures the effect on current consumption of a $1$ tax-for-debt-swap.

In the context of international comparisons Bernheim (1987a) proposes the following specification form based on equation (4), in ratio form:

$$\frac{C}{Y} = \beta_1 + \beta_2 \frac{\text{Def}}{Y} + \beta_3 \frac{G}{Y} + \beta_4 \frac{GB}{Y} + \beta_5 \frac{W}{Y} + \beta_6 \dot{Y} + \beta_7 \text{Pop} + \varepsilon$$  \hfill (5)

Where $\dot{Y}$ stands for real GDP growth, and $\text{Pop}$ for population growth, $GB$ is domestically held government debt. The equation (4) was modified by dropping the intercept ($\beta_1$ is the intercept of the income variable in the previous consumption regression) assuming implicitly that the utility is homothetic. The division by the GNP enables an adjustment for heteroscedasticity, and avoids the need to convert the values to a common currency through exchange rates. In his estimation $W$ was omitted due to lack of data. The last two variables were used as socio-economic indicators. The measure of the deficit used is the current deficit of consolidated central government, adjusted for inflationary erosion of the real value of outstanding debt.

The equation above was estimated using 12-year and 6-year averages, in levels and in first-difference form. Bernheim’s (1987a) conclusion was against Ricardian equivalence: the budget deficit stimulates consumption by about $0.40$ in the dollar.

1.2.1.4 Pereleman and Pestieau (1993)

Another interesting study is that of Pereleman and Pestieau (1993). They estimate the following consumption function:

$$C = \alpha_0 + \alpha_1 (Y - TX) + \alpha_2 \text{DEF} + \alpha_3 W + \alpha_4 GB + \varepsilon_t$$  \hfill (6)

The Ricardian equivalence is interpreted as implying $\alpha_1 + \alpha_2 = 0$ and $\alpha_4 = 0$, meaning that a $1$ tax for debt swap has no effect on current consumption. On the contrary, the pure Keynesian view implies that $\alpha_2 = 0$. Their results, for eighteen OECD countries, reject both the pure equivalence and the pure Keynesian view. The deficit coefficient was found significantly negative. The value of $-(\alpha_1 + \alpha_2)$ is interpreted as an index of equivalence. The larger that value the closer we are of full neutrality of fiscal policy, for a given expenditure path.

\footnote{Money plus quasi-money were used as proxy for wealth but were found never significant and with the wrong sign.}
1.2.1.5 Cardia (1997)

A different perspective arises from the work of Cardia (1997). The author replicates standard consumption tests of Ricardian equivalence using series generated from the Blanchard’s (1985) model that nests Ricardian equivalence with a non-Ricardian alternative. The failure of Ricardian equivalence in this alternative is due to finite horizons and/or distortionary taxation.

The simulated data gives rise to unstable estimations for the coefficients of the tax revenues and debt variables. The results lead the author to conclude that much of the conflicting empirical evidence may be due to a weakness in the statistical tests performed. One of the most serious problems that were “diagnosed” was the endogeneity of income. This endogeneity along with distortionary taxation biases the coefficient of taxes towards zero. For instance, an increase in the labour tax depresses consumption, work effort and output. As consumption and income are positively correlated, the indirect effects of taxes on consumption through the decrease in output are not captured. The author then suggests the use of a proxy for output, like productivity. Another solution might be the use of the instrumental variables estimation method, but there is the problem of the lack of good instruments.

All in all, her study concluded for the weakness of the usual tests. Moreover, these tests were found as not being able to discriminate between a good and a poor approximation to Ricardian equivalence.

1.2.1.6 Leachman (1996)

Using a multi-co-integration approach, Leachman (1996) concludes that saving and public debt, in the U.S., could be weakly co-integrated and with very slow speeds of adjustment.

Moreover, he concludes that the invalidity of Ricardian equivalence might not be the result of a failure of private-sector rational expectations but due to a public sector failure to incorporate its inter-temporal budget constraint: the debt levels and taxes were found as not being co-integrated.

1.2.1.7 Other recommendations and studies

Seater (1993) argues against the use of disposable income as the income variable for testing Ricardian equivalence, because it constrains the coefficient on total income and taxes to have the same absolute value. These types of restrictions should not be imposed without testing. He also supports that all consumption functions should include government spending as an independent variable to control for changes in that variable.17

It would also be important to include the marginal tax rate as an independent variable in the consumption function. However, due to lack of data this is seldom done, but its omission is not severe (Seater, 1993: 172).

17 As mentioned before, the Ricardian equivalence argumentation is only valid for a constant level government spending.
Other variables that are suggested to be included in the consumption studies are the changes in the price level and changes in the unemployment rate. The latter could be used as a proxy to real income uncertainty.

Another suggestion by Seater (1993) is the decomposition of income and government spending in its permanent and transitory components. Seater and Mariano (1985) have done it using the Beveridge-Nelson method to decompose the variables. However, there is no evident way for decomposing those variables. Every method has its own drawbacks.

Another example of such studies is that of Cebula et al. (1996). The authors have dichotomised the deficit into structural and cyclical components, using the official published data for the U.S. The structural deficit is the result of what the deficit would be after the removal of all automatic responses of receipts and outlays to economic fluctuations. According to the authors, it reflects the planned or expected deficit. The cyclical deficit may be regarded as the unexpected deficit. The estimated equation is:

$$ PS/Y = \beta_0 + \beta_1 CD/Y + \beta_2 SD/Y + \beta_3 AYD + \beta_4 A_{25} + \beta_5 A_{35} + \beta_6 A_{45} + \beta_7 \hat{P}^e + \beta_8 ER + \beta_9 Trend + \mu $$

where PS stands for personal savings, Y for GNP, CD for cyclical deficit, SD for structural deficit, YD for real disposable income, $\hat{P}^e$ for the expected inflation rate, ER for the real ex-ante exchange rate, and $A_{25}$, $A_{35}$, $A_{45}$ are the percentages of population in the age range of 25-34, 35-44 and 45-54, respectively. The authors use seasonally adjusted quarterly data. The equation is estimated for the period 1973:2 to 1991:4 using the instrumental variables technique.18

Their results give a partial support to Ricardian equivalence; they suggest a partial crowding out. The savings rate is found to respond positively to the structural deficit, which is supportive of Ricardian equivalence, but is not responsive to the cyclical deficit, which is against equivalence. Thus, the results suggest that the Ricardian equivalence is incomplete in the U.S.A.

Differently from the conventional narrative review of Ricardian equivalence, Stanley (1998) has conducted a quantitative review, or meta-analysis, of 28 empirical studies on that subject. He concluded against the validity of Ricardian equivalence. Moreover, his results suggest that the likelihood of Ricardian equivalence empirical rejection increases with the number of specification tests and with larger degrees of freedom, which is consistent only with the falsity of the null hypothesis of Ricardian equivalence.

According to Stanley (1998) the standard consumption function used to test the equivalence is:

$$ C_t = \alpha_0 + \alpha_1 Y_t + \alpha_2 Y_{t-1} + \alpha_3 G_t + \alpha_4 W_t + \alpha_5 TX_t + \alpha_6 GB_t + \alpha_7 TR_t + \epsilon_t $$

The Ricardian equivalence implies $\alpha_5 = \alpha_6 = \alpha_7 = 0.$

---

18 The instruments are the two quarters lag of the seasonally adjusted unemployment rate, and the two quarters lag of the actual inflation rate. According to the authors these instruments explain the cyclical deficit and expected inflation without being correlated with the contemporaneous error term.
In the context of the literature on fiscal federalism, Bayoumi and Masson (1998) distinguish liability-creating from non-liability creating deficits. According to the authors, the level of government at which fiscal policy is used has an effect on its net impact on the economy. To see such an outcome lets consider the use of fiscal policy with stabilising purposes, within a federal state. When a local government provides stabilisation, to its own local economy, it has a direct impact on that local government debt. Consequently, it is likely that the local citizens take into account the future tax obligations implicit in the local debt. On the other hand, when a federal government provides stabilisation across a number of regions facing idiosyncratic shocks, the impact on federal debt will tend to cancel out, implying no expectation of future tax liabilities. Therefore, if Ricardian equivalence is complete, local governments are unable to provide local stabilisation, while the federal government is able to provide stabilisation across the several regions.\footnote{The stabilisation is being provided across regions rather than across time.}

1.2.2 Euler equation approach

The Euler equation approach has the advantage of being explicitly based on the intertemporal optimisation problem (it has micro-foundations). It also enables to test directly two sources of deviation from Ricardian equivalence: the finiteness of the planning horizon and the excess sensitivity of consumption to current income. Despite its advantages this method has several drawbacks too. Namely, it is necessary to impose several \textit{restrictive assumptions} in order to derive an aggregate consumption function in terms of observable variables from the original optimisation problem.

A good example of those restrictive assumptions is the imposition of a constant real rate of return, r, which is equal for both the individuals and the government. It is also necessary to assume a specific form for the utility function, e.g. a quadratic form, in order to aggregate the Euler equation across individuals. It is common to assume lump-sum taxes, which limits the possibilities of rejecting the equivalence. The Euler approach also focuses on disposable income, abstracting from the impact of transfer payments.

In this section we will follow closely the work of Brunila (1997), which is an extension of the work of Hayashi (1982), Blanchard (1985), and Evans (1988, 1993). The author tested Ricardian equivalence for a group of ten European countries\footnote{Austria, Belgium, Finland, France, Germany, Greece, Italy, the Netherlands, Sweden, and the U.K.} chosen according to data availability.

1.2.2.1 A generalised permanent income model

In order to derive the aggregated consumption function, Blanchard’s (1985) solution is used. It is assumed that all consumers face the same probability of death, p, at each point in time. This parameter measures the finiteness of life and can be interpreted in several ways: as an horizon index between zero and infinity, as the disconnection of current consumers from future generations, or as the myopia with which consumers foresee future taxes (Brunila, 1997: 26).

To derive a closed-form solution for private consumption it is necessary to assume that consumers have an unrestricted access to capital markets. They could accumulate or decumulate assets at the same constant real rate of return as the government. It is also
assumed that there are riskless insurance (annuity) markets\textsuperscript{21} in which insurance (annuity) companies in each period make (receive) an annuity payment to (from) each consumer with positive (negative) financial wealth and inherit all the consumer’s financial wealth at his death. The model consequently excludes the bequest motive.

Each consumer born in period \( t-k \) and still alive in period \( t \) is assumed to maximise his expected lifetime utility as of period \( t \):

\[
\max E_t \sum_{j=0}^{\infty} (\gamma \beta)^j U(c_{t+k+j}^T), \quad 0 < \gamma \leq 1
\]

With \( c_{t,k}^T = c_{t,k}^P + \Theta g_t, \quad \Theta < 0 \)

Subject to the sequence of one-period flow budget constraints:

\[
c_{t,k} = y_{t,k} + \tau_{t,k} - a_{t,k} + \frac{1+r}{\gamma} a_{t-1,k-1} + \Theta g_t
\]

\[
= h_{t,k} - a_{t,k} + \frac{1+r}{\gamma} a_{t-1,k-1} + \Theta g_t
\]

Where \( c_{t,k}^T \) stands for total effective real consumption of a consumer of age \( k \) at period \( t \), \( \beta \) is the subjective discount factor \((1+\delta)^{-1}\) being \( \delta \) the constant positive rate of subjective time preference, \( \gamma = 1-p \)\textsuperscript{22} \( u(c_{t}^T) \) is a time-invariant, one period utility function satisfying \( u' > 0 \) and \( u'' < 0 \). The total consumption is a linear combination of private consumption, \( c_{t}^P \), and government consumption \( g_t \). \( y \) is real before-tax labour income, \( \tau \) is real government transfers, \( t \) is real gross lump-sum tax payments, \( h = y + \tau - t \) is real disposable labour income (human health), \( a \) is real non labour assets (or debt, if negative) including government bonds, and \( r \) is the constant real interest rate. \( E_t \) is the mathematical expectation operator conditional on information known to the consumer in period \( t \).

From the first-order conditions follows the set of Euler equations:

\[
E_t u'(c_{t+k+j}^T) = \left[ \beta(1+r) \right]^{-j} u'(c_{t,k}^T)
\]

In order to aggregate the Euler equations across individuals it is necessary to assume a specific form for the utility function. Brunila (1997) assumes exogenous uncertainty and a quadratic one-period utility function\textsuperscript{23} of the form:

\[
u(c_{t}^T) = -\frac{1}{2} (c - c_T)^2
\]

where \( c_T \) is the bliss level of consumption. This assumption enables the Euler equation to be rewritten as:

\[
E_t c_{t+1}^T = \frac{r-\delta}{1+r} c_T + \frac{r-\delta}{1+r} c_t^T
\]

\textsuperscript{21} The insurance and annuity markets are assumed to be actuarially fair, i.e. the zero profit conditions applies.

\textsuperscript{22} Being \( \gamma = 1-p \), the expected life of each individual is \( 1/(1-\gamma) \). The risk adjusted interest factor is \( (1+r)/\gamma \).

\textsuperscript{23} The use of a quadratic utility function has some disadvantages. It implies an increasing absolute risk aversion, which rules out the precautionary savings motive due to uncertainty. Moreover, the marginal utility is linear in consumption (i.e., \( u''' = 0 \)), implying that an increase in the variance of consumption has no effect on its expected marginal utility, and consequently no effect on the optimal behaviour.
With the necessary transformations (see Brunila, 1997 for details) one obtains the aggregated per capita private consumption, \( c_t^p \), as a function of expected aggregate per capita wealth:

\[
c_t^p = \beta_0 + \beta_1 (E_tH_t + \theta E_tG_t + (1 + r)a_{t-1}) - \theta g_t
\]

where the capital letters represent the present value of the discounted stream of the future values of each variable, e.g. \( H_t \) is the present value of the human health.

In order to empirically estimate the equation above it is solved in terms of \( c_{t-1}^p \). Non-labour assets are also eliminated from the equation,\(^{24}\) given rise to:

\[
c_t^p = -r\beta_0 + (1 + r)(1 - \beta_1)c_{t-1}^p + \beta_1 (1 - \gamma)E_tH_t + \beta_1 \theta (1 - \gamma)E_tG_t - \theta g_t
\]

\[
+ (1 + r)(1 - \beta_1)\theta g_{t-1} + \beta_1 \gamma (e_{Ht}^c + \theta e_{Gt}^c) + u_t
\]

(15)

with error terms that reflect the revisions in expectations about \( h_{t+j} \) and \( g_{t+j} \):

\[
e_{Ht} = (E_t - E_{t-1}) \sum_{j=0}^{\infty} \left( \frac{\gamma}{1+r} \right)^j h_{t+j}
\]

and

\[
e_{Gt} = (E_t - E_{t-1}) \sum_{j=0}^{\infty} \left( \frac{\gamma}{1+r} \right)^j g_{t+j}
\]

The unexpected changes in private consumption from one period to the following are due to changes in expected lifetime wealth (i.e., permanent income) resulting from unexpected changes in labour income, net taxes and government consumption.

This equation nests both Ricardian equivalence and the non-Ricardian view as special cases. The key parameters in assessing Ricardian equivalence are \( \gamma \) and \( \theta \). When \( \gamma = 1 \) the consumers have an infinite horizon. As they are forward-looking rational agents Ricardian equivalence holds, and deficits have no effect on current consumption.

When \( \gamma \) is less than unity (0 < \( \gamma < 1 \)) consumers have a shorter planning horizon than the government. Therefore, government bonds are regarded as net wealth. This positive wealth effect is due to different discount rates: consumers discount future taxes at a rate \( \gamma(1+r) \) smaller than the rate at which the future interest income on government bonds is discounted, which is 1/(1+r). The weight that is attributed to the increase in future taxes is smaller than the one attributed to the current tax cut. One unit of additional taxes in period \( t+j \) has the present value of \( [\gamma/(1+r)]^j \), which is smaller than \( (1+r)^j \), the present value of one unit of interest income on bonds (Brunila, 1997: 39). In the case of extreme myopia (\( \gamma = 0 \)), consumers treat government bonds fully as net wealth.

The sign of \( \theta \) has implications for the relation between government consumption and private consumption. \( \theta > 0 \) implies that an increase in government consumption diminishes

---

\(^{24}\) The reason for that elimination was the absence of internationally compatible and reliable data. See Brunilla (1997: appendix 1) for details.
the marginal utility of private consumption (i.e., the two are substitutes), leading to a decline in the latter, i.e. a direct crowding out. If $\theta < 0$ an increase in government consumption increases the marginal utility of private consumption (i.e., the two are complements).

In order to derive the reduced-form consumption function it is necessary to get rid of the expectation operators. The author postulated stochastic difference equations implied by the rational expectations assumption, using Hayashi’s (1982) procedure. The changes in the expected values of disposable labour income and government consumption from period $t-1$ to period $t$ are assumed to be determined by the present value of period $t-1$ disposable labour income and government consumption and unexpected changes in these variables ($e_{ht}$ and $e_{gt}$):

$$E_t h_{t-1} = \frac{1+r}{\gamma} E_{t-1} h_{t-1} + e_{ht}$$

$$E_t g_{t-1} = \frac{1+r}{\gamma} E_{t-1} g_{t-1} + e_{gt}$$

(16)

The per capita consumption function in terms of observable variables thus becomes:

$$c^p_t = \beta_0 + \left[(1+r)(1-\beta_1) + \frac{1+r}{\gamma}\right] c^p_{t-1} - (1-\beta_1) \frac{(1+r)^2}{\gamma} c^p_{t-2} - \beta_1 (1-\gamma) \frac{1+r}{\gamma} h_{t-1} - \theta g_t$$

$$+ \theta (1-\beta_1 + \gamma) \frac{1+r}{\gamma} g_{t-1} - \theta (1-\beta_1) \frac{(1+r)^2}{\gamma} g_{t-2} + v_t$$

(17)

where,

$$\beta_0 = \frac{r(\delta - r) - \gamma}{1+r}, \quad \beta_1 = 1 - \frac{\gamma(1+\delta)}{(1+r)^2}$$

and

$$v_t = \beta_1 (e_{ht} + \theta e_{gt}) - \beta_1 (1+r)(e_{ht-1} + \theta e_{gt-1}) + u_t - \frac{1+r}{\gamma} u_{t-1}.$$

This method used to derive the reduced form consumption function has the disadvantage of reaching a backward looking equation that is supposed to reflect forward-looking expectations, i.e. it assumes that in the formulation of the future expectations only past and current information is taken into account.

The author used the Generalised Method of Moments (GMM) estimator with twice-lagged variables as instruments, because the error term of the consumption equation has a first-order moving average structure, MA(1). This method gives rise to heteroscedasticity-and-autocorrelation-consistent standard errors.

The equation is estimated in levels because Brunila (1997) concluded that the variables might be considered to be co-integrated. The estimations are performed assuming $r = \delta = 3\%$, as it is common practice in these kind of studies. This implies a drop of the constant term $\beta_0$ and $\beta_1 = (1+r-\gamma)/(1+r)$.

25 In the sense of Auspitz-Lieben-Edgworth-Pareto and not in the sense of Hicks-Allen.
26 Although there is a direct crowding out, as long as $0 < \theta < 1$ aggregate demand will increase by a fraction of $(1-\theta)$ of the increase in government spending.
27 The MA(1) structure is due to measurement errors of consumption and to possible non orthogonality between $e_{ht}$ and $e_{gt}$ to $h_t$ and $g_t$. 

In six out of ten countries $\gamma=1$, which means that an infinite planning horizon could not be rejected. These results give support to the Ricardian equivalence hypothesis. However, the estimated coefficients for $\beta_1$, the propensity to consume out of total expected wealth, were found to be excessively high, given an infinite planning horizon for consumers. This high value could be the result of measurement errors in consumption or disposable labour income and, more importantly in Brunila’s (1997) judgement, to liquidity constraints. Those induce excess sensitivity of consumption to current income.\footnote{The high value of $\beta_1$ could also be due to the mathematical solution used to eliminate non-labour wealth from the estimation equation.}

1.2.2.2 Excess sensitivity and permanent income hypothesis

When capital market imperfections prevent consumers from borrowing to smooth consumption over transitory fluctuations in income, consumption becomes constrained by current income. Private consumption becomes too sensitive to current income violating the permanent income model predictions. In this case, government deficits will have real effects, even if consumers optimise over an infinite horizon ($\gamma=1$).

The permanent income consumption model could be extended to include a fraction $\lambda$ of income that goes to rule-of-thumb (Keynesian) consumers. Those consumers are assumed to have no assets and no access to capital markets. They follow a simple Keynesian consumption function without borrowing and without non-labour assets. The best they can do is to consume all their disposable income. Therefore, the rule-of-thumb consumption, $c^K_t$ will be equal to their share of total labour income:

$$c^K_t = \lambda h_t$$  \hspace{1cm} (18)\hspace{1cm}

Aggregating over rule-of-thumb and permanent-income consumers the extended aggregate per capita consumption function becomes:

$$c^p_t = \beta_0 + \lambda h_t + \beta_1 [(1-\lambda)E_t H_t + \theta(1-\lambda)E_t G_t + (1+r)a_{t-1}] - \theta(1-\lambda)g_t$$ \hspace{1cm} (19)\hspace{1cm}

In terms of observable variables (and eliminating non-labour assets):

$$c^p_t = \beta_0^* + \left[ (1+r)(1-\beta_1) + \frac{1+r}{\gamma} \right] c^p_{t-1} - (1-\beta_1) \frac{(1+r)^2}{\gamma} c^p_{t-2} + \lambda h_t - \frac{1+r}{\gamma} (\lambda(1+\gamma) + \beta_1 (1-\lambda - \gamma)) h_{t-1}$$

$$+ \lambda \frac{(1+r)^2}{\gamma} (1-\beta_1) h_{t-2} - \theta (1-\lambda) g_t + \theta (1+\gamma - \beta_1)(1-\lambda) \frac{1+r}{\gamma} g_{t-1} - \theta(1-\beta_1)(1-\lambda) \frac{(1+r)^2}{\gamma} g_{t-2} + z_t$$ \hspace{1cm} (20)\hspace{1cm}

where

$$z_t = \beta_1 (1-\lambda) (c_{ht} + \theta e_{gt-1}) - \beta_1 (1-\lambda) (1+r) (c_{ht-1} + \theta e_{gt-1}) + (1-\lambda) u_t - (1-\lambda) \frac{1+r}{\gamma} u_{t-1}$$

For Ricardian equivalence to hold the planning horizon of forward-looking consumers should be infinite, i.e. $\gamma=1$, and the fraction of rule-of-thumb consumers should be zero, $\lambda=0$.\hspace{1cm}
The empirical results of Brunila (1997) show that deviations from Ricardian equivalence are more due to excess sensitivity of consumption to current income\textsuperscript{29} rather than to a shorter planning horizon for consumers.\textsuperscript{30}

Brunila (1997) tested also an extended model with a $\lambda$ that was allowed to change over time. However, the results were not significantly different from those obtained with a constant-$\lambda$ model.

1.2.2.3 A permanent income hypothesis with a consolidated government sector

It is also possible to rational consumers to incorporate the government solvency condition in their optimisation problem. The solvency condition is:

$$t_t = g_t + \tau_t - b_t + (1 + r)gb_{t-1}$$

(21)

where $gb$ denotes the real per capita government debt, $t$ are tax revenues, and $\tau$ are government transfer payments.

The consolidated model for consumption than becomes:

$$c_t^p = -r\beta_0 + (1 + r)(1 - \beta_1)c_{t-1} + \beta_1(1 - \gamma)E_tY_t + \beta_1(1 - \gamma)(\theta - 1)E_tG_t - \theta g_t$$

$$+ (1 + r)(1 - \beta_1)\theta g_{t-1} - \beta_1(1 + r)(1 - \gamma)gb_{t-1} + \beta_1\varepsilon_t + u_t$$

(22)

Where $Y$ is the expected present value of the discounted stream of the future pre-tax labour income.

The revisions in expectations arising from unexpected changes in labour income and government expenditure are captured by the error term $\varepsilon_t = (\gamma e_{t+1} + \gamma \theta e_{t+1})$.

This equation is more restrictive in terms of innovation process than the previous ones. The consumption responds only to unexpected changes in labour income and government consumption. It does not respond, as before, to unexpected changes in net taxes. It is a more Ricardian equation.

The reduced form in terms of observable variables is:

$$c_t^p = \beta_0^* + \left[ (1 + r)(1 - \beta_1) + \frac{1 + r}{\gamma} \right] c_{t-2}^p - (1 - \beta_1) \frac{(1 + r)^2}{\gamma} c_{t-2}^p - \beta_1(1 - \gamma) \frac{1 + r}{\gamma} y_{t-1} - \theta g_t$$

$$+ \left[ 1 - \beta_1 \left( \frac{\gamma - 1}{\theta} + 1 \right) \right] \frac{1 + r}{\gamma} g_{t-1} - \theta(1 - \beta_1) \frac{(1 + r)^2}{\gamma} g_{t-2} - \beta_1(1 - \gamma)(1 + r)gb_{t-1}$$

$$+ \beta_1(1 - \gamma) \frac{(1 + r)^2}{\gamma} gb_{t-2} + z_t$$

(23)

The error term has a MA(1) structure:

\textsuperscript{29} In France, Germany, Greece, Italy and UK.

\textsuperscript{30} As it was the case for Finland, Netherlands and Sweden.
The Ricardian equivalence holds when $\gamma = 1$.

Taking into account the excess sensitivity hypothesis, with a constant-$\lambda$, the consumption function becomes:

$$
c^p_t = -r\beta_0 + (1 + r)(1 - \beta_1)c_{t-1} + \beta_1(1 - \gamma)(1 - \lambda)e_tY_t + \beta_1(1 - \gamma)(\theta - 1)(1 - \lambda)E_tG_t + \lambda h_t - \lambda(1 + r)(1 - \beta_1)h_{t-1} - \theta(1 - \lambda)g_t + (1 + r)(1 - \beta_1)\theta(1 - \lambda)g_{t-1} - \beta_1(1 + r)(1 - \gamma)(1 - \lambda)g_{b_{t-1}} + \beta_1(1 - \lambda)e_t + u_t
$$

(24)

In terms of observable variables one obtains:

$$
c^p_t = \beta_0' + \left[(1 + r)(1 - \beta_1) + \frac{1 + r}{\gamma}\right]c^p_{t-1} - (1 - \beta_1)\frac{(1 + r)^2}{\gamma}c^p_{t-2} + \lambda h_t - \lambda\left[(1 + r)(1 - \beta_1) + \frac{1 + r}{\gamma}\right]h_{t-1} + \lambda \frac{(1 + r)^2}{\gamma}(1 - \beta_1)h_{t-2} - \beta_1(1 - \gamma)(1 - \lambda)\frac{1 + r}{\gamma}y_{t-1} - \theta(1 - \lambda)g_t + \theta\left[1 + \gamma \frac{\beta_1(\theta + \gamma - 1)}{\theta}\right] \frac{1 + r}{\gamma}g_{t-1} - \theta(1 - \lambda)g_{t-2} - \beta_1(1 + r)(1 - \gamma)(1 - \lambda)\left(\frac{gb_{t-1} - \frac{1 + r}{\gamma}gb_{t-2}}{\gamma}\right) + \nu_t
$$

(25)

with the error term

$$
\nu_t = \beta_1(1 - \lambda)(e_{yt} + \theta e_{Gt}) - \beta_1(1 - \lambda)(1 + r)(e_{yt-1} + \theta e_{Gt-1}) + (1 - \lambda)u_t - (1 - \lambda)\frac{1 + r}{\gamma}u_{t-1}
$$

The empirical estimates of Brunila (1997) show that the infinite horizon hypothesis can not be rejected for all studied countries. However, the restriction $\gamma=1$ and $\lambda=0$, which is required for Ricardian equivalence, is rejected for all countries except Finland, the Netherlands and Sweden at the 5% significance level. Brunila (1997: 112) argues as well that the results for those three countries in favour of the equivalence should be interpreted with caution because the estimated value of the propensity to consume out of total expected wealth ($\beta_1$) is too high to conform to an infinite planning horizon. Therefore, Brunila (1997) concludes for the non-validity of Ricardian equivalence in her sample of European countries. It appears to be a scope for fiscal deficits to have real effects, and to be potentially useful in aggregate demand management.

---

31 The estimates of the substitutability parameter were in general insignificant.
2 Empirical application to the Portuguese economy

Taking as a point of departure the previous models, an empirical application to the Portuguese economy is conducted. Firstly, the time series properties of the data are studied. Secondly, structural consumption functions are estimated. The last part is the use of the Euler consumption function approach.

2.1 Time Series Properties of the Data

In order to check the order of integration of the series the Augmented Dickey Fuller (ADF) test is used.

2.1.1 The ADF test

2.1.1.1 Theoretical background

Suppose that $X_t$ is generated by the process:

$$X_t = \delta + \phi X_{t-1} + \varepsilon_t,$$

where $\varepsilon_t$ is a white noise. If $X_t$ is a stationary process it has a constant average $E[X_t] = E[X_{t-1}] = \mu$, therefore

$$\mu = \delta + \phi \mu$$

and

$$\mu = \frac{\delta}{1 - \phi}$$

In order to have a finite average, one should have $\phi \neq 1$. With $\phi = 1 + \alpha$ we obtain:

$$\Delta X_t = \delta + \alpha X_{t-1} + \varepsilon_t$$

When $\alpha = 0$ the variable is a random walk, and therefore is not stationary. Stationarity implies a negative value for $\alpha$. In order the test to be valid the error term should be white noise. In order to fulfil this requirement one adds lagged difference of the series until the residuals of the regression are white noise. This is the Augmented Dickey-Fuller test. The null of non-stationary is tested by $\alpha = 0$. In the following equation:

$$\Delta X_t = \delta + \alpha X_{t-1} + \sum_{j=1}^{k} \Delta X_{t-j} + \varepsilon_t$$

A time trend could also be included. The appropriate number of lagged differences by adding lags until a Lagrange Multiplier test fails to reject no serial correlation at conventional significance level. The used ADF test is a t-test to the coefficient $\alpha$. There is also the so-called z-test, which is given by $T.\alpha$, where $T$ is the number of observations. The critical values for both tests are non-conventional.

2.1.1.2 Results of the ADF test

<table>
<thead>
<tr>
<th>Abrev.</th>
<th>Variable</th>
<th>Deflator</th>
</tr>
</thead>
</table>

Table 1 – Key to variable abbreviations, and deflators used
<table>
<thead>
<tr>
<th>Abrev.</th>
<th>Variable</th>
<th>Deflator</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Private consumption</td>
<td>Published</td>
</tr>
<tr>
<td>GDP</td>
<td>GDP</td>
<td>Published</td>
</tr>
<tr>
<td>YD</td>
<td>Disposable income</td>
<td>GDP</td>
</tr>
<tr>
<td>LINC (h)</td>
<td>Disposable non-property income (labour income)</td>
<td>GDP</td>
</tr>
<tr>
<td>Y</td>
<td>Pre-tax disposable non-property income</td>
<td>GDP</td>
</tr>
<tr>
<td>TX</td>
<td>Taxes (income taxes and social security)</td>
<td>Private consumption</td>
</tr>
<tr>
<td>GDP-TX</td>
<td>Net income measure used for testing Pereleman and Pestieau approach</td>
<td>See each variable</td>
</tr>
<tr>
<td>G</td>
<td>Public consumption</td>
<td>Published</td>
</tr>
<tr>
<td>TRANSFERS</td>
<td>Transfers</td>
<td>Private consumption</td>
</tr>
<tr>
<td>GINT</td>
<td>Interest on public debt</td>
<td>Private consumption</td>
</tr>
<tr>
<td>GB</td>
<td>Total Public Debt, book value</td>
<td>GDP</td>
</tr>
<tr>
<td>DEF</td>
<td>Budget Deficit</td>
<td>Private consumption</td>
</tr>
<tr>
<td>K1, K2</td>
<td>Proxy Capital Stock</td>
<td>-</td>
</tr>
<tr>
<td>W1, W2</td>
<td>Proxy Wealth</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: See the appendix for a description of the construction of the variables K1 and K2.

Table 2- Augmented Dickey-Fuller Test (ADF)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Levels</th>
<th>First Differences</th>
<th>Concl.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lag</td>
<td>ADF</td>
<td>LM</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>0.9535</td>
<td>0.877</td>
</tr>
<tr>
<td>GDP</td>
<td>1</td>
<td>0.7796</td>
<td>0.298</td>
</tr>
<tr>
<td>YD</td>
<td>1</td>
<td>0.0472</td>
<td>0.795</td>
</tr>
<tr>
<td>LINC (h)</td>
<td>1</td>
<td>-0.1896</td>
<td>0.121</td>
</tr>
<tr>
<td>Y</td>
<td>1</td>
<td>-0.1678</td>
<td>0.362</td>
</tr>
<tr>
<td>G</td>
<td>0</td>
<td>2.5957</td>
<td>0.071</td>
</tr>
<tr>
<td>TX</td>
<td>0</td>
<td>3.2468</td>
<td>0.564</td>
</tr>
<tr>
<td>GDP-TX</td>
<td>1</td>
<td>0.2429</td>
<td>0.135</td>
</tr>
<tr>
<td>TRANSFERS</td>
<td>2</td>
<td>3.0161</td>
<td>0.934</td>
</tr>
<tr>
<td>GINT</td>
<td>0</td>
<td>-0.6162</td>
<td>0.134</td>
</tr>
<tr>
<td>GB</td>
<td>0</td>
<td>1.3904</td>
<td>0.879</td>
</tr>
<tr>
<td>DEF</td>
<td>0</td>
<td>-1.6764</td>
<td>0.756</td>
</tr>
<tr>
<td>K1</td>
<td>2</td>
<td>2.9434</td>
<td>0.856</td>
</tr>
<tr>
<td>K2</td>
<td>2</td>
<td>2.8736</td>
<td>0.804</td>
</tr>
<tr>
<td>W1</td>
<td>2</td>
<td>2.4478</td>
<td>0.777</td>
</tr>
<tr>
<td>W2</td>
<td>2</td>
<td>2.2899</td>
<td>0.821</td>
</tr>
<tr>
<td>W1 with trend</td>
<td>1</td>
<td>-3.5132</td>
<td>0.681</td>
</tr>
<tr>
<td>W2 with trend</td>
<td>1</td>
<td>-3.6472</td>
<td>0.75</td>
</tr>
<tr>
<td>K1 with trend</td>
<td>1</td>
<td>-3.0231</td>
<td>0.903</td>
</tr>
<tr>
<td>K2 with trend</td>
<td>1</td>
<td>-3.2599</td>
<td>0.553</td>
</tr>
</tbody>
</table>

Notes: The first block of variables are in per capita real terms. The Mackinnon (1991) critical values at the 5% significance level are: -2.9358 for processes with a constant and no trend for the variables in levels; -2.9320 for the first differences. At the 10% significance level the critical value is -2.6039. For the process with constant and trend the critical values are: -3.51 at the 5% significance level; and -3.19 at the 10% significance level.

LM denotes the p-value of the chi-squared of the Lagrange Multiplier test under the null of no first-order autocorrelation. The value of the lag to include in the ADF test was chosen by adding lags until the Lagrange Multiplier test failed to reject no serial correlation at the 5% significance level.
The ADF test without trend results indicate that the null hypothesis that the series in levels has one unit root cannot be rejected at the 5% significance level. The null hypothesis that each first-differenced series has one unit root can be rejected for all series at the 5% significance level, except for the capital stock and wealth variables. However, the null of the presence of one unit root the first difference of series K2 and W2 can be rejected (at the 10% and 5% significance level, respectively) when using the ADF test with a constant and a trend.

2.2 Reduced-form (structural) consumption functions

Beginning with the traditional reduced-form consumption function we will start by applying the Kormendi (1983) approach.

2.2.1 Kormendi approach

We start by applying the Kormendi (1983) testing procedure of the equivalence. The estimation technique is different from the proposed by the author. Kormendi preferred the estimation of the consumption function in first differences. In this work, an ECM approach representation is used.

In general, a set of variables \( x_t = (x_{1t}, x_{2t}, \ldots, x_{nt})' \) are said to be co-integrated of order \( d, b \), denoted by \( x_t \sim CI(d,b) \) if:

1. All components of \( x_t \) are integrated of order \( d \).
2. There exists a vector \( \beta = (\beta_1, \beta_2, \ldots, \beta_n) \) such that the linear combination \( \beta_x = \beta_1 x_{1t} + \beta_2 x_{2t} + \ldots + \beta_n x_{nt} \) is integrated of order \( (d-b) \), where \( b > 0 \).

The vector \( \beta \) is called the co-integrating vector (see Enders, 1995).

When a set of variables is co-integrated their time paths are influenced by the amount of any deviation from long-run equilibrium. The series cannot move independently of each other. When there is a deviation from the long-run equilibrium, and the system is to return to the long-run equilibrium, at least one of the variables must respond to the magnitude of the disequilibrium. Which is the same to say that there is an error correction representation of such variables.

The two-step method of Engle and Granger is used. The first step consists in estimating the proposed consumption function in levels. According to the ADF test results, it is reasonable to assume that all relevant variables for this consumption function are integrated of order one. If those variables are co-integrated than the residual of estimating them in levels is stationary. The application of the ADF test to those presents a value of -6.39. The critical value of Mackinnon (1991)\(^{32}\) is -5.119. Therefore, the null of no co-integration is rejected. The use of Johansen’s (1988) maximum likelihood estimation procedure with two lags in the VAR also rejects the absence of co-integration\(^{33}\).

\(^{32}\) This critical value is obtained considering \( n = 6 \), a constant and no trend, and is based on a response surface model.

\(^{33}\) The Johansen’s likelihood ratio test of the null hypothesis of zero co-integration relations against the alternative of one relation has the value of 64.03. The trace test has the value of 225.18. The critical values at the 10% significance level are respectively 32.26 and 149.99 (with \( h=8 \)). At the 5% level the trace critical value is 155.748. The trace statistic critical values were calculated by Bent Nielsen and are based on 100,000 replications for 400 observations (see Hansen and Juselius, 1995: 79).
The next step is the estimation of the ECM model. The ECM specification has several advantages. Firstly, it is a dynamic specification, which in general avoids problems of serial correlation. Secondly, when co-integration is present estimating a VAR in first differences is inappropriate. The omission of the ECM term entails a misspecification error (Enders, 1995: 367-8). Thirdly, it avoids the drawback of the high correlation among the levels of the independent variables that could lead to a multicollinearity problem.

The results are the following:

$$
\begin{align*}
DC_t &= -0.932 + 0.769 \Sigma DGDP_t + 0.755 DG_t - 0.063 DW2_t + 0.990 DTRANSFERS_t - 0.248 DTX_t \\
&\quad - 0.40 DGINT_t + 0.018 DGB_t - 0.9205 ECM_{t-1} \\
&\quad \uparrow \quad \uparrow \quad \uparrow \quad \uparrow \quad \uparrow \quad \uparrow \\
&\quad (0.442) (7.581) (1.784) (1.789) (2.894) (1.363) \\
&\quad (1.853) (0.435) (5.187)
\end{align*}
$$

Tests:

R^2 adj. = 0.879; DW = 2.052; LM test ($\chi^2$) = 0.146 (0.702); Q[10] = 8.635 (0.567)

DGB = DTX = DGINT = 0, F(3,31) = 2.088 (0.122)

DGB = DTX = DGINT = DTRANSFERS = 0, F(4,31) = 2.963 (0.035)

Note: Absolute values of T statistics of the coefficients in brackets. For the tests results the marginal significance levels are presented in brackets. The LM test is a test for first order serial correlation (the null is no serial correlation). The Ljung–Box Q-statistic tests for higher-order serial correlation. The number of correlations used is in brackets. All variables are expressed in per capita real terms.

Under the consolidated approach taxes, government debt and government interest payments on outstanding debt have no effect on private consumption. These implications were tested. The restrictions are accepted by the data, which could be interpreted as evidence in favour of the consolidated approach. A proper test of this approach considers that the equivalence also implies the non-significance of the transfers (which may be seen as a negative tax). When using this definition, the non-significance of the variables is rejected. This result is due to the high and statistically significant value of the transfers (it is almost unitary).

The standard (Keynesian) approach sustains that the government expenditure variable (G) has no effect on private consumption. This claim is accepted at the 5% significance level. According to some authors, Ricardian equivalence implies that consumption is negatively affected by government spending. This is not the case here: government expenditure has a positive sign. However, even in a Ricardian world it is possible to find explanations for a positive sign (or non statistically significant value) for G. Part of government spending is for collective goods which increase the productive capacity of the country, and therefore can be expected to have a positive effect on output. Hence, as in G we have both productive and ‘unproductive’ expenditures, a mixed result can be expected.

The tests were also conducted for the long-run relationship. The conclusions were similar to the ones presented above: the consolidated approach restrictions are accepted when the transfers are not considered, but when they are taken into account the consolidated approach is rejected. According to the standard approach the government expenditures are not statistically different from zero.

The results do not seem to confirm the presence of the equivalence in the Portuguese economy. Moreover, the specification does not seem to provide a good description of the data. At the usual 5% significant level, the only statistically significant variables are GDP, the transfers and the ECM term.
2.2.2 Modigliani

The Modigliani and Sterling (1986) specification requires long lags (5 years) for the disposable income and deficit variables to approximate permanent income. However, when using that specification, those long lags are not statistically significant.\(^{34}\) If the number of lags is reduced to just one, the above-mentioned problem of non-significance is overcome but the specification violates the initial derivation assumptions. It is no longer an approximation of the permanent income hypothesis. Therefore, we decided not to report the results of the use of this specification, as it did not provide a good fit to the data.

2.2.3 Bernheim

We also estimated the equations referred by Bernheim (1987a) but the results were not conclusive. The results for equation 4 were mixed. The pure Keynesian view was rejected. The government surplus was not found to be statistically significant, which is in line with the equivalence hypothesis. However, government consumption presented a statistically significant positive sign, which is against the equivalence proposition. There were also problems of first order serial correlation that could not be solved by incorporating a lag of the dependent variable as a regressor. The unemployment rate and the CPI inflation rate were used as socio-economic indicators.

Equation 3 is very similar to the one estimated by Pereleman and Pestieau (1993). However the latter seems to be preferable to the former. In the former when Ricardian equivalence holds we get:

\[
C_t = \alpha_0 + \alpha_1 (Y_t - G_t) - \alpha_2 r_t GB_t + \alpha_3 G_t + \alpha_4 W_t + \alpha_5 X_t + \alpha_6 + \xi_t
\]

i.e., we get two terms with the public consumption, while according to the pure equivalence view the term in \(\alpha_3\) should not exist. Therefore, we report instead the results of the specification of Pereleman and Pestieau (1993).

2.2.4 Pereleman and Pestieau (1993) approach

The authors propose the estimation of the following equation:

\[
C = \alpha_0 + \alpha_1 (GDP - TX) + \alpha_2 DEF + \alpha_3 W + \alpha_4 GB + \varepsilon_t
\]

In the empirical estimation the taxes were defined as the sum of income taxes and social security contributions. The equation proposed was estimated as an ECM model. As the equation above is not a co-integrating vector, the ECM term was calculated as the residual in the relationship between consumption, GDP and the government deficit.\(^{35}\) The results for the Portuguese economy were the following:

\(^{34}\) Moreover, this specification is affected by serial correlation.

\(^{35}\) The ADF test of the residuals of this equation present a value of –3.889, and the Mackinnon critical value at the 10% level is –3.595. Thus co-integration is not rejected at the 10% significance level.
DC_t = -3.125 + 0.471 D(GDP-TX)_t - 0.063 DDEF_t + 0.109 DW2_t + 0.033 DGB_t -0.342 ECM_t-1

\begin{tabular}{l}
(1.064) \\
(4.713) \\
(0.541) \\
(3.205) \\
(0.606) \\
(2.065)
\end{tabular}

Tests:
\begin{itemize}
\item $R^2$ adj. = 0.710; $DW = 1.704$; $LM$ test ($\chi^2$) = 1.154 (0.283); $Q[10] = 7.710$ (0.657)
\item $\alpha_1 + \alpha_2 = 0$, $F(1,36) = 7.044$ (0.012)
\item $\alpha_1 + \alpha_2 = 0$, and $\alpha_4 = 0$, $F(2,36) = 4.389$ (0.020)
\end{itemize}

Note: Absolute values of T statistics of the coefficients in brackets. For the tests results the marginal significance levels are presented in brackets. The $LM$ test is a test for first order serial correlation (the null is no serial correlation). The Ljung–Box $Q$-statistic tests for higher-order serial correlation. The number of correlations used is in brackets. All variables are expressed in per capita real terms.

There is no serial first order correlation and the signs of the variables are all as expected. Changes in consumption are positively influenced by the net income and wealth. The deficit variable has a statistically non-significant negative impact on consumption. The changes in public debt have also a statistically non-significant positive impact on changes in consumption. Consequently, the equivalence hypothesis, which sustains that $\alpha_1 + \alpha_2 = 0$ and $\alpha_4 = 0$ is rejected by the data. Also rejected is the single restriction implied by the equivalence proposition that the coefficient of the net income is symmetrical of those of deficit.

The symmetric of the sum of the coefficients of the net income and the deficit is - 0.408. That sum may be interpreted as an index of partial equivalence.

To check the sensibility of the results to the proxy of wealth used, we estimated the equation without that proxy and without the public debt variable. Overall, the conclusions remained unaltered: the deficit variable continues to present a negative sign, and continues without being statistically significant.

In short, this specification leads to the conclusion that the substitution of tax for deficit has a positive effect on private consumption in the Portuguese economy. The restrictions imposed by the equivalence proposition are rejected by the data.

2.3 Euler equation approach

As mentioned before, the Euler equation approach has the advantage of being explicitly based on the inter-temporal optimisation problem, which enables to test directly two sources of deviation from Ricardian equivalence: the finiteness of the planning horizon and the excess sensitivity of consumption to current income.

2.3.1 Econometric issues

As the error term of the derived consumption equation has a first-order moving average structure, MA(1), it would be recommended to use the Generalised Method of Moments (GMM) estimator with twice-lagged variables as instruments. A difficult step is always the choice of the proper instrument variables, being the usual practice simply the use lags of the regressors. However, there were some practical problems in the implementation of GMM to
this problem. For this particular data set, the Hansen’s J-test\(^{36}\) only accepted a choice of instruments such that there was only one more instrument than the number of variables. Moreover, this choice conducted to very imprecise parameter estimates. Hence, we decided to estimate the model by non-linear least squares, using an estimation technique to compute regression standard errors and covariance matrix allowing and correcting for heteroscedasticity and serial correlation of the residuals up to a moving average of one.\(^{37,38}\)

In order to proceed to estimation in levels of the variables it is necessary to have a co-integration relationship among the non-stationary regressors. This hypothesis is tested using Johansen’s maximum likelihood procedure.

### Table 3- Johansen’s maximum likelihood tests for co-integration for equation 17 – [c, g, linc]

<table>
<thead>
<tr>
<th>Eigenvalue</th>
<th>Null hypothesis</th>
<th>H1</th>
<th>Trace</th>
<th>5% Critical Value</th>
<th>H1</th>
<th>λ max</th>
<th>5% Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5051</td>
<td>r = 0</td>
<td>r = 1</td>
<td>37.29</td>
<td>29.68</td>
<td>r ≥ 1</td>
<td>28.84</td>
<td>20.97</td>
</tr>
<tr>
<td>0.1779</td>
<td>r ≤ 1</td>
<td>r = 2</td>
<td>8.45</td>
<td>15.41</td>
<td>r ≥ 2</td>
<td>8.03</td>
<td>14.07</td>
</tr>
<tr>
<td>0.0102</td>
<td>r ≤ 2</td>
<td>r = 3</td>
<td>0.42</td>
<td>3.76</td>
<td>r ≥ 3</td>
<td>0.42</td>
<td>3.76</td>
</tr>
</tbody>
</table>

Note: A lag length of three is used on the VAR to remove autocorrelation in the residuals. Critical values for the trace and maximum likelihood tests are from Osterwald-Lenum (1992).

Both the \(\lambda_{\text{max}}\) and trace statistic of Johansen’s procedure are likelihood ratio (LR) tests, which vary due to the different specifications of the alternative hypothesis. The trace statistic tests the hypothesis that there are at most \(r\) co-integrating vectors, whereas the \(\lambda_{\text{max}}\) statistic tests the hypothesis of \(r+1\) co-integrating vectors given \(r\) co-integrating vectors.

As can be concluded from those three tables (Table 3 to Table 5), the existence of at least one co-integrating vector could not be rejected for all proposed set of regressors. Consequently, the estimation in levels could be applied.

### Table 4- Johansen’s maximum likelihood tests for co-integration for equation 23- [c, g, y, gb]

<table>
<thead>
<tr>
<th>Eigenvalue</th>
<th>H0</th>
<th>H1</th>
<th>Trace</th>
<th>5% Critical Value</th>
<th>H1</th>
<th>λ max</th>
<th>5% Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6725</td>
<td>r = 0</td>
<td>r = 1</td>
<td>76.60</td>
<td>47.21</td>
<td>r ≥ 1</td>
<td>45.76</td>
<td>27.07</td>
</tr>
<tr>
<td>0.4294</td>
<td>r ≤ 1</td>
<td>r = 2</td>
<td>30.83</td>
<td>29.68</td>
<td>r ≥ 2</td>
<td>23.00</td>
<td>20.97</td>
</tr>
<tr>
<td>0.1656</td>
<td>r ≤ 2</td>
<td>r = 3</td>
<td>7.83</td>
<td>15.41</td>
<td>r ≥ 3</td>
<td>7.42</td>
<td>14.07</td>
</tr>
<tr>
<td>0.0099</td>
<td>r ≤ 3</td>
<td>r = 4</td>
<td>0.41</td>
<td>3.76</td>
<td>r ≥ 4</td>
<td>0.41</td>
<td>3.76</td>
</tr>
</tbody>
</table>

Note: See Table 3.

\(^{36}\) As the number of instruments must be equal or larger than the number of regressors, the Hansen’s J test evaluates the validity of the over-identifying restrictions.

\(^{37}\) The results were obtained using the program Winrats, with the instruction NLLS and the options “robusterrors, lag = 1”, and when computationally required for some hypothesis tests also with the option “damp = 1”. This options yield Hansen (1982) and White (1980) consistent estimators for the covariance matrix of estimators in the presence of heteroscedasticity and serial correlation.

\(^{38}\) The results and conclusions obtained when used a longer set of instruments were similar to the reported ones.
### Table 5- Johansen’s maximum likelihood tests for co-integration for equation 25 – [c, g, linc, y, gb]

<table>
<thead>
<tr>
<th>Eigenvalue</th>
<th>H0</th>
<th>H1</th>
<th>Trace</th>
<th>5% Critical Value</th>
<th>H1</th>
<th>λ max</th>
<th>5% Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7403</td>
<td>r = 0</td>
<td>r = 1</td>
<td>121.88</td>
<td>68.52</td>
<td>r ≥ 1</td>
<td>55.28</td>
<td>33.46</td>
</tr>
<tr>
<td>0.5346</td>
<td>r ≤ 1</td>
<td>r = 2</td>
<td>66.60</td>
<td>47.21</td>
<td>r ≥ 2</td>
<td>31.36</td>
<td>27.07</td>
</tr>
<tr>
<td>0.3694</td>
<td>r ≤ 2</td>
<td>r = 3</td>
<td>35.24</td>
<td>29.68</td>
<td>r ≥ 3</td>
<td>18.91</td>
<td>20.97</td>
</tr>
<tr>
<td>0.2984</td>
<td>r ≤ 3</td>
<td>r = 4</td>
<td>16.33</td>
<td>15.41</td>
<td>r ≥ 4</td>
<td>14.53</td>
<td>14.07</td>
</tr>
<tr>
<td>0.0431</td>
<td>r ≤ 4</td>
<td>r = 5</td>
<td>1.80</td>
<td>3.76</td>
<td>r ≥ 5</td>
<td>1.80</td>
<td>3.76</td>
</tr>
</tbody>
</table>

Note: See Table 3.

#### 2.3.2 Results of the generalised permanent income model

The estimations were made using the usual assumption that $r = \delta = 3\%$. The estimation included also a dummy for the period 1975-1977 to capture the changes implied by the April 1974 revolution. The conclusions are robust to the omission of that dummy. As mentioned before, this model enables us to determine if a departure from Ricardian equivalence is due to differences between the planning horizon of consumers and the government. When $\gamma$ is less than one, consumers have a shorter planning horizon than the government, and government bonds are regarded as net wealth.

### Table 6- NLLS estimation of equation 17- Permanent Income Model

<table>
<thead>
<tr>
<th></th>
<th>$\beta_1$</th>
<th>$\gamma$</th>
<th>$\theta$</th>
<th>Wald test</th>
<th>$R^2$ adj</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unrestricted</td>
<td>1.401</td>
<td>0.995</td>
<td>-3.669</td>
<td>9976</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(8.11)</td>
<td>(145.2)</td>
<td>(38.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restrictions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 1$</td>
<td>1.404</td>
<td>-3.733</td>
<td>0.5296</td>
<td>9977</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(9.19)</td>
<td>(13.59)</td>
<td>(0.47)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta = 0$</td>
<td>0.704</td>
<td>0.974</td>
<td>195.38</td>
<td>995</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.92)</td>
<td>(28.24)</td>
<td>(0.00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 1, \theta = 0$</td>
<td>0.651</td>
<td>196.6</td>
<td>995</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.05)</td>
<td>(0.00)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Annual data from 1954 to 1997, 38 degrees of freedom. Estimation by non-linear least squares. Heteroscedasticity and autocorrelation consistent t-statistics in parentheses. The Wald test is for the validity of the imposed restriction (marginal significance level in parentheses). A dummy for the period 1975-1977 is included, but its results are not reported. Unless otherwise stated $r$ is set at 3%. The initial conditions for all estimations were: $\beta_1 = 0.3$; $\gamma = 0.5$; $\theta = 0.3$; $\lambda = 0.6$; and the dummy coefficient = 0.6.

The parameter estimate of $\gamma$ is close to unity and statistically significant. The Wald test does not reject the null of an infinite planning horizon ($\gamma = 1$) for the Portuguese economy.

The sign of $\theta$ has implications for the relation between government consumption and private consumption. In this case $\theta$ is statistically significant and negative, meaning that an increase in government consumption increases the marginal utility of private consumption (i.e., there is a complementarity between the two). Hence, the results do not confirm the hypothesis that government consumption crowds out private consumption.

The joint restriction $\gamma = 1, \theta = 0$ is rejected by the data. Thus, these results appear to be in line with the infinite horizon permanent income model, but with one major empirical inconsistency: the parameter estimates for $\beta_1$ are excessively high, and even larger than the unity.
This economically impossible high propensity to consume out of total expected wealth could be the result of measurement errors in the consumption and disposable labour income data, inadequacy of the model (i.e., of the mathematical solution used to eliminate non-labour income), or the result of liquidity constraints. A liquidity-constrained consumer has a limited possibility for inter-temporal consumption smoothing, which increases the sensitivity of consumption to current income. This hypothesis is examined in the next section.

Due to this inconsistency we find the empirical results presented as inconclusive with regard to testing the Ricardian equivalence proposition.

### 2.3.3 Results of the generalised permanent income model and the excess sensitivity hypothesis

The previous model is extended by incorporating the possibility of the existence of liquidity-constrained (rule-of-thumb) consumers. $\lambda$ denotes the fraction of disposable income that goes to liquidity constrained (rule-of-thumb) consumers. If that fraction is significant, than government deficits have real effects, even if other consumers optimize over an infinite horizon ($\gamma = 1$). The following table summarizes the results.

**Table 7- NLLS estimation of equation 20 - Permanent Income Model with Excess Sensitivity to Current Income**

<table>
<thead>
<tr>
<th>Restrictions</th>
<th>$\beta_1$</th>
<th>$\gamma$</th>
<th>$\theta$</th>
<th>$\lambda$</th>
<th>Wald test</th>
<th>$R^2$ adj</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unrestricted</td>
<td>1.425</td>
<td>0.996</td>
<td>-3.904</td>
<td>0.122</td>
<td>1.718</td>
<td>0.9977</td>
</tr>
<tr>
<td></td>
<td>(8.12)</td>
<td>(158.3)</td>
<td>(16.62)</td>
<td>(1.72)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Restrictions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda = 0$</td>
<td>1.401</td>
<td>0.995</td>
<td>-3.669</td>
<td>0.122</td>
<td>1.718</td>
<td>0.9976</td>
</tr>
<tr>
<td></td>
<td>(8.11)</td>
<td>(145.2)</td>
<td>(38.9)</td>
<td>(0.09)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 1$</td>
<td>1.4275</td>
<td>-3.964</td>
<td>0.124</td>
<td>0.36</td>
<td>0.9978</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(8.08)</td>
<td>(19.01)</td>
<td>(1.84)</td>
<td>(0.55)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta = 0$</td>
<td>0.793</td>
<td>0.982</td>
<td>0.337</td>
<td>133.58</td>
<td>0.9954</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.57)</td>
<td>(35.11)</td>
<td>(2.28)</td>
<td>(0.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 1, \theta = 0, \lambda = 0$</td>
<td>0.651</td>
<td>149.2</td>
<td>0.995</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.57)</td>
<td>(0.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: see Table 6.

Once again the hypothesis of an infinite planning horizon ($\gamma = 1$) cannot be rejected. The parameter estimate for the excess sensitivity of consumption to current income ($\lambda$) is relatively small and is only statistically significant at the 10% significance level. The parameter estimates for $\beta_1$ continues to be excessively large in the presence of an infinite planning horizon. This coefficient is even slightly larger than in the previous case (where $\lambda = 0$).

The joint restriction $\gamma = 1, \theta = 0, \lambda = 0$ is rejected by the data.

When the restriction of an infinite planning horizon is imposed, the parameter estimate for $\lambda$ is almost unaltered but its t-statistic improves (the marginal significance level of the null hypothesis decreases from 8.5% to 6.6%).

Once again, due to the high value of the propensity to consume out of total expected wealth ($\beta_1$) we find the results inconclusive regarding the Ricardian equivalence view. It could also
be that the assumption that the proportion of rule-of-thumb consumers is constant over time is invalid. \( \lambda \) is expected to vary with the degree of creditworthiness of consumers and is likely to be affected with structural changes in financial markets. However, none of these reasons is directly observable, and it is very difficult to find adequate proxies for those phenomena. Brunila (1997) used the unemployment rate, and the stock of private sector credit to GDP as proxy for variations in consumer’s creditworthiness and for financial deregulation, respectively. For the Portuguese income those proxies are not satisfactory. In the early 1980’s there were tight government financial controls, and for the same period the second mentioned proxy reached an historic maximum. Alternatively we tried to capture the degree of financial deregulation by the centred value of the ratio of M1 over currency (\( m1c \)), substituting \( \lambda \) by \([\lambda + \lambda_1(m1c)]\). The evolution of that variable can be seen in the next figure.

The results of the extended model were the following:

Table 8- NLLS estimation of equation 20 with \( \lambda + \lambda_1(m1c) \) - Permanent Income Model with Excess Sensitivity to Current Income

<table>
<thead>
<tr>
<th>Unrestricted estimates</th>
<th>Wald test</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1 )</td>
<td>( \gamma )</td>
</tr>
<tr>
<td>1.397</td>
<td>0.999</td>
</tr>
<tr>
<td>(8.18)</td>
<td>(141.0)</td>
</tr>
</tbody>
</table>

Notes: see Table 6. \( m1c \) is the centred value of ratio of M1 over currency.

Using this specification, \( \lambda \) becomes statistically significant at the 5% significance level, while \( \lambda_1 \) is only significant at the 10% significance level. It should however be mentioned that the results are very sensitive to the proxy used. As the quality of the proxy cannot be certified the results must be interpreted with caution.

An infinite planning horizon could not be rejected. Nevertheless, the parameter estimate for \( \beta_1 \) continues to be excessively high. It is almost unchanged from its impossibly high value found in previous estimations, denoting the persistence of an inconsistency in the model.

Under excess sensitivity private consumption is not invariant to changes in government fiscal policy, leading to a failure of Ricardian equivalence. It appears to be reasonable to conclude that this is the case for the Portuguese economy.

2.3.4 Results of the permanent income model with a consolidated government sector

This specification arises when rational consumers incorporate the government solvency condition in their optimisation problem. The results of this more restrictive (more Ricardian) model are given in Table 9.
Table 9- NLLS estimation of equation 23- Permanent Income Model with a Consolidated Government Sector

<table>
<thead>
<tr>
<th>Unrestricted estimates</th>
<th>Wald test</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1 )</td>
<td>( \gamma )</td>
</tr>
<tr>
<td>1.401</td>
<td>0.998</td>
</tr>
<tr>
<td>(8.039)</td>
<td>(237.3)</td>
</tr>
</tbody>
</table>

Notes: see Table 6. Differently from the previous estimations the income variable is pre-tax labour income.

The Ricardian neutrality proposition implies an infinite planning horizon \((\gamma = 1)\), when consumers discount taxes, government transfer payments, and government consumption at the same rate as the government. If consumers have a shorter time horizon, i.e. \(0 < \lambda < 1\), then they discount future taxes at the rate \(\lambda/(1+r)\), which is smaller than the one for the government \(1/(1+r)\).

The results of this pro-Ricardian specification are not very different from the previous ones. It is not possible to reject the null of an infinite planning horizon, which is in favour of equivalence. The substitutability parameter \((\theta)\) is once again statistically different from zero, implying that public and private consumption are complementary, and that public consumption influences positively the private consumption.

The estimated value for \(\beta_1\) continues however to be impossibly higher. Once again it could be the result of excess sensibility of consumption to current income. This is the subject of the next specification.

Table 10- NLLS estimation of equation 25- Permanent Income Model with a Consolidated Government Sector and Excess Sensitivity

<table>
<thead>
<tr>
<th>Unrestricted estimates</th>
<th>Wald test</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1 )</td>
<td>( \gamma )</td>
</tr>
<tr>
<td>( r = 0.03 )</td>
<td>0.333</td>
</tr>
<tr>
<td>(2.262)</td>
<td>(3.625)</td>
</tr>
<tr>
<td>( r = 0.01 )</td>
<td>0.312</td>
</tr>
<tr>
<td>(2.167)</td>
<td>(3.227)</td>
</tr>
<tr>
<td>( r = 0.05 )</td>
<td>0.352</td>
</tr>
<tr>
<td>(2.344)</td>
<td>(4.072)</td>
</tr>
</tbody>
</table>

Notes: see Table 6.

When testing the consolidated model with excess sensitivity of consumption to current income, it can be concluded that the excess sensitivity parameter is statistically significant. The results are also robust to several levels for the real interest rate.

The substitutability parameter \((\theta)\) ceases to be statistically significant and changes its sign. The non-significance means that government consumption does not influence private consumption.

The parameter estimates for \(\beta_1\) are now significantly lower than in previous regressions, which is more in line with the permanent income hypothesis and is precisely estimated.

A puzzlingly result is the high value for \(\gamma\) (larger than 2), which does not finds a plausible economic interpretation and violates the assumptions necessary to derive the model. The
implied expected lifetime for individuals is −0.855 years! Due to this inconsistency, this parameter was subsequently restricted to one. The results are presented in Table 11.

Table 11- NLLS estimation of equation 25- Permanent Income Model with a Consolidated Government Sector and Excess Sensitivity when γ is restricted to be 1

<table>
<thead>
<tr>
<th>r</th>
<th>β_1</th>
<th>θ</th>
<th>λ</th>
<th>R² adj</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.803</td>
<td>0.056</td>
<td>0.367</td>
<td>0.9954</td>
</tr>
<tr>
<td></td>
<td>(3.706)</td>
<td>(0.883)</td>
<td>(2.607)</td>
<td></td>
</tr>
<tr>
<td>r = 0.01</td>
<td>0.788</td>
<td>0.144</td>
<td>0.423</td>
<td>0.9954</td>
</tr>
<tr>
<td></td>
<td>(3.614)</td>
<td>(1.922)</td>
<td>(3.166)</td>
<td></td>
</tr>
<tr>
<td>r = 0.05</td>
<td>0.827</td>
<td>-0.098</td>
<td>0.267</td>
<td>0.9955</td>
</tr>
<tr>
<td></td>
<td>(3.862)</td>
<td>(0.846)</td>
<td>(1.731)</td>
<td></td>
</tr>
</tbody>
</table>

Notes: see Table 6.

When γ is restricted to be unity, implying an infinite planning horizon, the parameter estimates for β_1 take up again an inconsistently high value.

The substitutability parameter (θ) is again not statistically significant, except when the real interest rate is set at 1%. When, as in previous regressions the real interest rate is set at 3% the government consumption does not influence private consumption.

The estimate results confirm the presence of excess sensitivity of consumption to current income. In the central estimate and when the interest rate is set at the 1% level, the excess sensitivity parameter λ is statistically significant at the 1% significance level. Even when the real interest is set at the (high) level of 5% this parameter continues to be statistically significant at the 10% significance level.

To sum up, this specification appears to point to a failure of Ricardian equivalence due not to a failure of an infinite planning horizon but to the existence of liquidity restraints. The excess sensibility of consumption to current income causes a departure from equivalence.

Conclusions

This paper started by reviewing the theoretical requirements of Ricardian equivalence. In order Ricardian equivalence to hold a large number of assumptions should be fulfilled. However, theoretical restrictiveness of Ricardian equivalence does not constitute a practical refutation of its validity. It is necessary to examine the empirical evidence. A brief survey of the most relevant empirical consumption studies on equivalence was done. The empirical work of Kormendi (1983), Modigliani and Sterling (1986), Bernheim (1987a), Pereleman and Pestieau (1993), and Leachman (1996), on the structural consumption functions was reviewed. The work of Cardia (1997), which concluded for the weakness of the usual tests, was also mentioned. A review of the work done on the Euler equation approach was done as well, following the work of (Brunila, 1997).

In the second part of the paper an empirical application to the Portuguese economy was done. The Kormendi (1983) specification is a co-integration relationship; therefore an ECM model was estimated. The test proposed by the author was in line with Ricardian predictions. However, when this test is extend to include the transfers the Ricardian predictions are rejected. The standard (Keynesian) view that public expenditures have no
negative influence on consumption is accepted. Thus, this specification appears to find a failure of Ricardian equivalence. Yet, the non-statistical significance of most variables (aside GDP, transfers, and the ECM term), point to the absence of good fit of the model to the data.

When using the Pereleman and Pestieau (1993) approach, the results were against the equivalence: the restrictions implied by the equivalence were rejected by the data. There is only partial equivalence in the Portuguese economy: the substitution of tax for deficit has a positive effect on private consumption.

The second part of the empirical tests focused on the Euler equation approach. This approach has the advantage of enabling to directly test two sources of deviation from Ricardian equivalence: the finiteness of the planning horizon and the excess sensitivity of consumption to current income.

The results of the generalised permanent income model appeared to be in line with the infinite horizon permanent income model, but with one major empirical inconsistency: the parameter estimates for the propensity to consume out of total expected wealth ($\beta_1$) are excessively high. Due to this inconsistency we find the empirical results presented as inconclusive with regard to testing the Ricardian equivalence proposition.

The results of the generalised permanent income model extended to incorporate the excess sensitivity hypothesis gave partial support for the existence of liquidity-constrained consumers, while still accepting an infinite planning horizon. Once again the results were inconclusive.

When using the pro-Ricardian specification of the permanent income model with a consolidated government sector the results were not very different from the previous ones. In favour of the equivalence an infinite planning horizon could not be rejected. However, the estimates for the $\beta_1$ parameter continued to be impossibly high.

Extending this model to integrate the excess sensitivity of consumption to current income hypothesis, it can be concluded that the excess sensitivity parameter is statistically significant (with a magnitude around 0.6). The parameter estimates for $\beta_1$ were now significantly lower than in previous regressions. However, the parameter estimate for the planning horizon variable ($\gamma$) is excessively high. This variable was then restricted to one, i.e. implying an infinite planning horizon. The results confirm the presence of excess sensitivity of consumption to current income. This specification appears to suggest that Ricardian equivalence fails in the Portuguese economy not as a result of a finite planning horizon but due to the presence of liquidity constrained consumers.

All in all, the empirical evidence of Ricardian equivalence based on the consumption function is ambiguous for the Portuguese economy.
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**Annex - Data source**


The series were further updated using the Economic Research and Forecasting Department (DGEP), Ministry of Finance, *Statistical Annex to The Portuguese Economy*, Lisbon, Portugal, April 1999.

Data is expressed in $10^6$ PTE. The data used in the text is expressed in a per capita basis. The deflator of the private consumption was used to obtain the real values of all the budget variables, with the exception of public consumption (for which its own deflator was used). Public debt was deflated using the GDP deflator.

**Appendix - A tentative construction of a proxy for the wealth variable for the Portuguese economy**

One of the limitations for the conduct of empirical tests is the availability and quality of economic data. For the Portuguese economy this is a serious problem. There is no data...
available about capital stock or private sector wealth. This is a major limitation for the realisation of the tests that could be done. That is why we tried to find a proxy for the capital stock and use it in the Ricardian equivalence tests.

The basis of this calculus was the study by Santos (1984). The author calculated a measure of the capital stock for the Portuguese economy for the period 1958-1981. However, the study was not further updated. Following César das Neves (1994) method we tried to update the estimative for the period 1954-1997. This is a rather simplistic and mechanical update that mainly reflects the revision of the series of real investment.

The first year of Santos (1984)’s estimate is 1959. The update procedure was made in six steps:

Step1: the multiplication of the K/Y ratio found by Santos (1984) for 1959 – 2.7 – by the revised real GDP gives the value of the real stock of capital for 1959.

Step2: Assuming a depreciation rate (d)\(^{39}\), the stock of capital series (K) was extrapolated backwards (1953-1958) using the investment series (I) and the formula:

\[ K_{t-1} = \frac{K_t - I_t}{1-d} \]  

Step 3: The following formula is used to calculate the implicit depreciation rates in Santos (1984) series:

\[ K_{t+1} = K_t(1-d_t) + I_{t+1} \]  

Step 4: The depreciation rates calculated in the previous step along with the investment series are used to calculate the stock of capital for 1960-1982 using equation (2).

Step 5a: As in César das Neves (1994) a depreciation rate of 4% is assumed for the period 1982-1997, obtaining series K\( \text{I} \).

Step 5b: An auxiliary regression is used to extrapolate the values of the depreciation rate for the period 1982-1997. The equation estimated was:

\[
\ln d = -3.57 + 0.192 \ln \text{trend} \\
(186.8) \quad (23.9) \quad R^2 = 96.5\% 
\]

Step 6: Adding the value of M2\(^{-}\) to both series of the stock of capital gives rise to a proxy for the wealth of the private sector. Table 12 below presents the results. The differences between both measures are not very significant. The estimate for K\( \text{II} \) gives naturally a lower K/GDP ratio for the end of the sample. We prefer the use of K\( \text{II} \), as it is more likely that the rate of depreciation has increased gradually over time rather than remained constant.

\(^{39}\) The assumed value was of 3 and 4% for the series K\( \text{I} \) and K\( \text{II} \), respectively.
<table>
<thead>
<tr>
<th>Year</th>
<th>d1</th>
<th>d2</th>
<th>Capital Stock</th>
<th>Proxy Wealth</th>
<th>Ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>K1</td>
<td>W1</td>
<td>K1/GDP</td>
</tr>
<tr>
<td>1954</td>
<td>0.04000</td>
<td>0.03000</td>
<td>4,504,313</td>
<td>5,405,696</td>
<td>2.54</td>
</tr>
<tr>
<td>1955</td>
<td>0.04000</td>
<td>0.03000</td>
<td>4,718,107</td>
<td>5,656,527</td>
<td>2.58</td>
</tr>
<tr>
<td>1956</td>
<td>0.04000</td>
<td>0.03000</td>
<td>4,963,857</td>
<td>5,934,933</td>
<td>2.62</td>
</tr>
<tr>
<td>1957</td>
<td>0.04000</td>
<td>0.03000</td>
<td>5,248,995</td>
<td>6,285,236</td>
<td>2.65</td>
</tr>
<tr>
<td>1958</td>
<td>0.04000</td>
<td>0.03000</td>
<td>5,580,199</td>
<td>6,689,761</td>
<td>2.65</td>
</tr>
<tr>
<td>1959</td>
<td>0.03106</td>
<td>0.03106</td>
<td>5,914,337</td>
<td>7,076,122</td>
<td>2.70</td>
</tr>
<tr>
<td>1960</td>
<td>0.03172</td>
<td>0.03172</td>
<td>6,290,787</td>
<td>7,511,345</td>
<td>2.74</td>
</tr>
<tr>
<td>1961</td>
<td>0.03372</td>
<td>0.03372</td>
<td>6,747,146</td>
<td>7,988,203</td>
<td>2.84</td>
</tr>
<tr>
<td>1962</td>
<td>0.03555</td>
<td>0.03555</td>
<td>7,172,186</td>
<td>8,547,407</td>
<td>2.73</td>
</tr>
<tr>
<td>1963</td>
<td>0.03716</td>
<td>0.03716</td>
<td>7,496,374</td>
<td>9,066,937</td>
<td>2.75</td>
</tr>
<tr>
<td>1964</td>
<td>0.03859</td>
<td>0.03859</td>
<td>7,855,436</td>
<td>9,648,077</td>
<td>2.72</td>
</tr>
<tr>
<td>1965</td>
<td>0.03996</td>
<td>0.03996</td>
<td>8,284,102</td>
<td>10,143,031</td>
<td>2.62</td>
</tr>
<tr>
<td>1966</td>
<td>0.04121</td>
<td>0.04121</td>
<td>8,834,359</td>
<td>10,907,167</td>
<td>2.67</td>
</tr>
<tr>
<td>1967</td>
<td>0.04217</td>
<td>0.04217</td>
<td>9,345,488</td>
<td>11,571,590</td>
<td>2.71</td>
</tr>
<tr>
<td>1968</td>
<td>0.04360</td>
<td>0.04360</td>
<td>9,881,863</td>
<td>12,385,804</td>
<td>2.72</td>
</tr>
<tr>
<td>1969</td>
<td>0.04472</td>
<td>0.04472</td>
<td>10,504,032</td>
<td>13,268,044</td>
<td>2.82</td>
</tr>
<tr>
<td>1970</td>
<td>0.04584</td>
<td>0.04584</td>
<td>11,134,035</td>
<td>14,233,449</td>
<td>2.76</td>
</tr>
<tr>
<td>1971</td>
<td>0.04686</td>
<td>0.04686</td>
<td>11,948,763</td>
<td>15,502,249</td>
<td>2.68</td>
</tr>
<tr>
<td>1972</td>
<td>0.04786</td>
<td>0.04786</td>
<td>12,996,355</td>
<td>17,072,001</td>
<td>2.63</td>
</tr>
<tr>
<td>1973</td>
<td>0.04883</td>
<td>0.04883</td>
<td>14,126,114</td>
<td>18,789,616</td>
<td>2.73</td>
</tr>
<tr>
<td>1974</td>
<td>0.04950</td>
<td>0.04950</td>
<td>15,298,475</td>
<td>19,911,756</td>
<td>2.86</td>
</tr>
<tr>
<td>1975</td>
<td>0.04996</td>
<td>0.04996</td>
<td>16,011,775</td>
<td>20,229,763</td>
<td>3.15</td>
</tr>
<tr>
<td>1976</td>
<td>0.05035</td>
<td>0.05035</td>
<td>16,590,088</td>
<td>20,846,771</td>
<td>3.18</td>
</tr>
<tr>
<td>1977</td>
<td>0.05061</td>
<td>0.05061</td>
<td>17,411,418</td>
<td>21,516,929</td>
<td>3.14</td>
</tr>
<tr>
<td>1978</td>
<td>0.05075</td>
<td>0.05075</td>
<td>18,127,181</td>
<td>22,397,185</td>
<td>3.07</td>
</tr>
<tr>
<td>1979</td>
<td>0.05064</td>
<td>0.05064</td>
<td>19,021,955</td>
<td>23,757,520</td>
<td>3.00</td>
</tr>
<tr>
<td>1980</td>
<td>0.05057</td>
<td>0.05057</td>
<td>19,777,413</td>
<td>24,699,970</td>
<td>2.96</td>
</tr>
<tr>
<td>1981</td>
<td>0.05042</td>
<td>0.05042</td>
<td>20,756,517</td>
<td>25,982,594</td>
<td>3.02</td>
</tr>
<tr>
<td>1982</td>
<td>0.05000</td>
<td>0.05199</td>
<td>21,734,282</td>
<td>27,255,677</td>
<td>3.07</td>
</tr>
<tr>
<td>1983</td>
<td>0.05000</td>
<td>0.05239</td>
<td>22,623,297</td>
<td>27,768,343</td>
<td>3.14</td>
</tr>
<tr>
<td>Year</td>
<td>d1</td>
<td>d2</td>
<td>K1</td>
<td>K2</td>
<td>M2-</td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>1984</td>
<td>0.05000</td>
<td>0.05279</td>
<td>23,237,110</td>
<td>23,142,012</td>
<td>5,215,943</td>
</tr>
<tr>
<td>1985</td>
<td>0.05000</td>
<td>0.05317</td>
<td>23,807,577</td>
<td>23,652,662</td>
<td>5,398,615</td>
</tr>
<tr>
<td>1986</td>
<td>0.05000</td>
<td>0.05355</td>
<td>24,455,210</td>
<td>24,232,980</td>
<td>5,484,062</td>
</tr>
<tr>
<td>1987</td>
<td>0.05000</td>
<td>0.05391</td>
<td>25,476,234</td>
<td>25,179,202</td>
<td>5,875,554</td>
</tr>
<tr>
<td>1988</td>
<td>0.05000</td>
<td>0.05426</td>
<td>26,794,137</td>
<td>26,413,591</td>
<td>6,156,594</td>
</tr>
<tr>
<td>1989</td>
<td>0.05000</td>
<td>0.05460</td>
<td>28,140,144</td>
<td>27,666,158</td>
<td>6,311,384</td>
</tr>
<tr>
<td>1990</td>
<td>0.05000</td>
<td>0.05493</td>
<td>29,638,918</td>
<td>29,061,367</td>
<td>6,201,600</td>
</tr>
<tr>
<td>1991</td>
<td>0.05000</td>
<td>0.05526</td>
<td>31,120,499</td>
<td>30,428,460</td>
<td>6,990,245</td>
</tr>
<tr>
<td>1992</td>
<td>0.05000</td>
<td>0.05558</td>
<td>32,765,076</td>
<td>31,947,644</td>
<td>7,545,451</td>
</tr>
<tr>
<td>1993</td>
<td>0.05000</td>
<td>0.05588</td>
<td>34,142,007</td>
<td>33,187,334</td>
<td>7,554,242</td>
</tr>
<tr>
<td>1994</td>
<td>0.05000</td>
<td>0.05619</td>
<td>35,553,244</td>
<td>34,451,007</td>
<td>7,770,646</td>
</tr>
<tr>
<td>1995</td>
<td>0.05000</td>
<td>0.05648</td>
<td>37,038,450</td>
<td>35,778,170</td>
<td>7,991,200</td>
</tr>
<tr>
<td>1996</td>
<td>0.05000</td>
<td>0.05677</td>
<td>38,703,901</td>
<td>37,274,683</td>
<td>8,476,284</td>
</tr>
<tr>
<td>1997</td>
<td>0.05000</td>
<td>0.05706</td>
<td>40,743,337</td>
<td>39,133,141</td>
<td>8,796,446</td>
</tr>
</tbody>
</table>

Note: All variables are expresses in 1990 price level. GDP deflator was used to find real M2-. K1 measure follows César das Neves (1994)’s assumptions for the depreciation rate (d1). Variables expressed in 10^6 PTE.
A comparison with other OECD countries

Source: OCDE and own calculations for Portugal
As can be seen from the graphs above the calculated capital-GDP ratio for Portugal occupies an intermediate position. It should however be mentioned that the absolute level of our calculations is much the result of the imposition of the departing point of a 2.7 ratio for 1959, found by Emanuel (1984).